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ABSTRACT

Discrete dynamical systems are widely used in a variety of scientific and engineering applications,

such as electrical circuits, machine learning, meteorology and neurobiology. Modeling these systems

involves performing statistical analysis of the system output to estimate the parameters of a model

so it can behave similarly to the original system. These models can be used for simulation, perfor-

mance analysis or fault detection. The current work presents two new algorithms to model discrete

dynamical systems from two categories (synchronizable and non-synchronizable) using Probabilistic

Finite State Automata (PFSA) by analyzing sequences generated by the original system and apply-

ing statistical methods, machine learning algorithms and graph minimization techniques to obtain

compact and efficient PFSA models. Its performance and time complexity are compared with other

algorithms present in literature that aim to achieve the same goal by applying the algorithms to a

series of examples.

Keywords: Clustering. Dynamical systems. Graph minimization. Synchronization word. Proba-
bilistic finite state automata.



RESUMO

Sistemas dinâmicos discretos são amplamente usados em uma variedade de aplicações cientifícas e

de engenharia, por exemplo, circuitos elétricos, aprendizado de máquina, meteorologia e neurobiolo-

gia. O modelamento destes sistemas envolve realizar uma análise estatística de sequências de saída

do sistema para estimar parâmetros de um modelo para que este se comporte de maneira similar ao

sistema original. Esses modelos podem ser usados para simulação, referência ou detecção de falhas.

Este trabalho apresenta dois novos algoritmos para modelar sistemas dinâmicos discretos de duas cat-

egorias (sincronizáveis e não-sincronizáveis) por meio de Autômatos Finitos Probabilísticos (PFSA,

Probabilistic Finite State Automata) analisando sequências geradas pelo sistema original e aplicando

métodos estatísticos, algoritmos de aprendizado de máquina e técnicas de minimização de grafos

para obter modelos PFSA compactos e eficientes. Sua performance e complexidade temporal são

comparadas com algoritmos presentes na literatura que buscam atingir o mesmo objetivo aplicando

os algoritmos a uma série de exemplos.

Palavras-chaves: Agrupamento. Sistemas dinâmicos. Minimização de grafos. Palavra de sin-
cronização. Autômatos probabilísticos de estados finitos.
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CHAPTER 1
INTRODUCTION

D YNAMICAL systems are mathematical models describing how the state of a system evolves

over time. It consists of two main components: a dynamic, which specifies the evolution of

the system, and an initial condition from which the system starts [1]. They can be either continuous or

discrete. Continuous dynamical systems have real numbers as both their inputs and outputs and they

can be described by differential equations [2]. Discrete time dynamical systems generate symbols

from a discrete set called alphabet at discrete time intervals. They can be described by difference

equations or discrete state transform relations [3] [4]. The output of a continuous dynamical system

can be sampled and quantized. By doing this, this new discrete time sequence describes a discrete

dynamical system.

These systems provide a useful framework for analyzing phenomena in several fields of engineer-

ing and science such as electronic circuits [5], machine learning [6], meteorology [7], mechanics [8]

and neurobiology [9]. Theys also might lead to chaotic behavior, which means that two inputs close

to each other produce outputs that greatly diverge from each other, making them difficult to predict

and seem almost random even though they are completely deterministic [2].

The aim of systems modeling is to obtain a simple analytic model that accurately reflects the

statistical description of the system. This involves two main steps:

i. choosing a class of models capable of representing the system behavior;

ii. developing methods to parameterize the model using experimental sequences.

Therefore, we can use the statistics of the model to analyze the behavior of the system and apply it to

system simulation[10], performance analysis[5] and fault detection [11].
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In order to obtain models for dynamical systems there are methods and frameworks such as

belief networks [12], probabilistic context free grammars [13] and hidden Markov models [14], but

they tend do be complex and require large sampling times [15]. An alternative method, which is the

one chosen in this work, is to use probabilistic finite state automata (PFSA), which can solve these

issues and also produce good statistical models.

1.1 Probabilistic Finite State Automata

PFSA can be described as a finite labeled graph with probabilities associated to each edge. As in

[15], we consider the PFSA framework for which symbol generation is probabilistic and the end state

is unique, given an initial state and a certain sequence. This differs from the framework presented

in [16] in which the symbol generation probabilities are not specified and there is a distribution over

the possible final states. The advantages of using PFSA are that they are simple and the sample time

required for learning them is easy to characterize [15] and they are also an efficient framework for

learning the causal structure of observed dynamical behavior [17].

Some PFSA generate sequences with a synchronization word. The statistics of the symbols

generated after a synchronization word do not depend on anything that came before it [15]. Thus the

synchronization word is deemed to be a good starting point for analysis as anything coming before it

can be considered a transient.

The algorithms that construct PFSA include D-Markov machines [18], which are Markov chains

of a finite orderD, meaning it uses the statistics of all subsequences of lengthD to form its states; the

Causal-State Splitting Reconstruction (CSSR) [19], which starts by assuming that the systems being

analyzed outputs an independent, identically-distributed sequence with one causal state and splits it

to a probabilistic suffix tree of depth Lmax. Each node on the tree defines a state labeled with a suffix

and any two nodes are merged if the hypothesis that their next-symbol generation probability is the

same according to some statistical test (such as χ2 or Kolmogorov-Smirnov).

There is also the Compression via Recursive Identification of Self-Similar Semantics (CRISSiS)

[15] which first finds a synchronization word in the sequence and uses it as a starting point to construct

the PFSA. It tests its children (states that contain the synchronization word as prefix) using statistical

tests, merging states if the test passes and creating new ones when it fails. This is done recursively

until an irreducible PFSA is obtained. As it has been shown in [15] CRISSiS outperforms CSSR.
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1.2 Objectives and Contributions

In the current work, we are interested in modeling discrete dynamical systems having only an

observed discrete sequence. To achieve this goal, we developed two algorithms that analyze the

statistics of these sequences and model their systems via PFSA. In order to obtain models that are

less memory consuming, our algorithms apply techniques of graph minimization to obtain smaller

PFSA. The first algorithm, ALEPH, is applied to sequences generated by synchronizable systems, i.e.

systems that generate synchronization words. The modeling results are compared to other algorithms

in the literature that seek similar goals.

As CRISSIS, ALEPH makes use of synchronization words. One contribution of this work is a

novel method to find synchronization words which makes use of data structures in order to obtain

performance gains over the brute force method used in CRISSIS.

The general structure of the ALEPH algorithm is composed of a few steps, when given an input

sequence:

i. creating a tree structure with probabilities in which each state represents a subsequence;

ii. finding the synchronization words;

iii. group the states in equivalence classes using a statistical criterion;

iv. applying a graph minimization algorithm to obtain an irreducible PFSA.

The second algorithm is called D-Markov with Clustering and Graph Minimization (DCGraM) and

it is applied to non-synchronizable systems and uses a clustering technique from machine learning,

which is a variation of the K-Means algorithm. It works by following these steps:

i. construct a D-Markov model for a given integer D;

ii. cluster similar states together;

iii. apply a graph minimization algorithm to obtain an irreducible PFSA.

As non-synchronizable machines lack structures present in their synchronizable counterparts, the

second method uses a refinement over the D-Markov model.

1.3 Dissertation Structure

This dissertation is organized in six chapters. Chapter 2 reviews the theoretical background dis-

cussing discrete sequences, PFSA, clustering and graph minimization algorithms while also showing
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the CRISSiS and D-Markov Machine algorithms used in the literature. Chapter 3 presents the ALEPH

algorithm and then analyzes its time complexity. Chapter 4 presents some synchronizable dynamical

systems and shows the comparative results of ALEPH, CRISSiS and D-Markov when recovering the

original PFSA. Chapter 5 shows applications modeled as non-synchronizable dynamical systems and

an alternative algorithm to be applied in such situation and how this algorithm performs compared to

the ones present in the literature. Finally, in Chapter 6, a conclusion is discussed and plans for future

works to improve the algorithms are presented.
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CHAPTER 2
PRELIMINARIES ON GRAPHS,

PROBABILISTIC FINITE
STATE AUTOMATA AND
MACHINE LEARNING

I N this chapter we revise concepts from graphs and PFSA [3][16] that will be required in the

subsequent chapters. The concept of graph minimization is presented and a mainstream algo-

rithm to achieve this, Moore, is described (another algorithm, Hopcroft, is shown in Appendix A).

The problem of clustering and a basic algorithm that implements it is show in Section 2.5, which is

important because of a variation of it is used in Chapter 5. Finally, two well known algorithms to

model dynamic systems with PFSA are presented, namely, D-Markov and CRISSiS.

2.1 Sequences of Discrete Symbols

This section provides tools to describe sequences of discrete symbols. A finite sequence u of

symbols from an alphabet Σ is called a word and its length is denoted by |u|. The empty word ε is

defined as the sequence with length 0. The set of all possible words of length n symbols from Σ is

Σn and the set of all sequences of symbols from Σ with all possible lengths, including the empty

sequence ε, is Σ∗.

Two words u and v ∈ Σ∗ can be concatenated to form a sequence uv. For example, using a

binary alphabet, Σ = {0, 1}, the concatenation of u = 1010 and v = 111 is uv = 1010111. Note that

|uv| = |u| + |v|. In |Σ|∗, concatenation satisfies closure and is associative, which means u(vw) =

(uv)w = uvw, but it is not commutative, as uv is not necessarily equal to vu. The empty word ε is a

neutral element for concatenation, that is, εu = uε = u. This means that Σ∗ with the operation of
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concatenation is a Monoid, as it is a set with an associative operation with an identity element [20].

A word v ∈ Σ∗ is called a suffix of a word w ∈ Σ∗ ( |w| > |v|) if w can be written as a

concatenation uv, where u ∈ Σ∗. In this same sense, the sequence u is called a prefix of w.

2.2 Graphs

Throughout this dissertation, graph is used to denote a labeled directed graph as defined in Defi-

nition 2.1.

Definition 2.1 – Graph

A graph G over the alphabet Σ consists of a triple (Q,Σ, δ):

. Q is a finite set of states with cardinality |Q|;

. Σ is a finite alphabet with cardinality |Σ|;

. δ is the state transition function Q× Σ→ Q; �

Each state q ∈ Q can be represented as a dot or circle and if ∃ δ(q, σ) = q′, for q, q′ ∈ Q and σ ∈ Σ,

this transition can be represented with a directed arrow from state q to state q′ labeled with the symbol

σ. This realization of the transition function is called the outgoing edge from q to q′ with symbol σ.

Figure 2.1 shows an example of a three-state graph over a binary alphabet from where it is possible

to see there is an outgoing edge from state A to state B with the symbol 1, thus δ(A, 1) = B.

It is possible to extend the transition function so it accepts words and not just symbols. Given

ω ∈ Σn, where ω = σ1σ2 . . . σn with σm ∈ Σ, for m = 1 . . . n, and given states q0, q1, . . . , qn ∈ Q,

we define the function δ∗(q0, ω) = qn if δ(q0, σ1) = q1, δ(q1, σ2) = q2, . . . , δ(qn−1, σn) = qn. If

∃ω ∈ Σ∗ such that for two states q1, q2 ∈ Q, δ∗(q1, ω) = q2, it is said there is a path between q1 and

q2 and that ω is generated by G. In Figure 2.1 the path starting at state A and going through A, A,

B, C, B, A generates the word ω = 001110, that is δ∗(A, 001110) = A.

Definition 2.2 – Right Context

The right context of a state q ∈ Q is defined as the set of all possible words generated by paths

that start at q and end in a state of Q: �

F (q) = {ω ∈ Σ∗|δ∗(q, ω) ∈ Q}.
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Figure 2.1: A three-state graph with Q = {A, B, C} and Σ = {0, 1}.

Definition 2.3 – Language of a Graph

The language L ⊂ Σ∗ of a graph G is the set of the union of right contexts of each state q ∈ Q:�

L =
⋃
q∈Q

F (q).

A word ω ∈ Σ∗ is called a synchronization word of G if starting from any state q ∈ Q that generates

ω the same state qsyn ∈ Q is reached. That is, if ω is a synchronization word, δ∗(q, ω) = qsyn, for

any q ∈ Q that generates ω. We say that ω synchronizes to qsyn and qsyn is called a synchronization

state. In the graph of Figure 2.1, 0 is a synchronization word that synchronizes to state A.

2.3 Graph Minimization

In this section the topic of graph minimization is discussed and the Moore algorithm is shown as

an example of a graph minimization algorithm. An alternative algorithm for graph minimization, the

Hopcroft algorithm, is shown in Appendix A. The aim of graph minimization is to obtain the graph

with the minimum number of states that generates a certain language L.

2.3.1 Preliminary Notions

Suppose that two graphs G1 = {Q1,Σ, δ1} and G2 = {Q2,Σ, δ2} with |Q1| 6= |Q2| and are

capable of generating the same language L. This is an indication that for a given language L there

might be several graphs that generate it. Among them, it is desirable to use the one with the smallest

amount of states, as this lowers the memory requirement.
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Definition 2.4 – Minimal Graph

For a given language L there is a minimal graph Gmin = {Q,Σ, δ} capable of generating it.

The minimal graph is the one for which each state q ∈ Q has a unique right context. �

If a graph G1 = {Q1,Σ, δ1} has two distinct states q1 and q2 with the same right context, a new

graph G2{Q2,Σ, δ2} that generates the same language can be obtained by merging these states, i.e.

G2 has the same states as G1 with the exception of q1 and q2. It has, instead a state q′ such that if any

state s of G1 has a σ-transition (for any σ ∈ Σ) to either q1 or q2, the state s of G2 has σ-transition

to q′. This means that for any s ∈ Q1 that has δ1(s, σ) = q1 or q2 for any σ ∈ Σ, δ2(s, σ) = q′. The

transitions from q′ are δ2(q′, σ) = δ1(q1, σ) = δ1(q2, σ), ∀σ ∈ Σ. The languages generated by G1

and G2 are the same.

From Definition 2.4 it is possible to define an equivalence relation called the Nerode equivalence

[21]:

p, q ∈ Q, p ≡ q ⇔ F (p) = F (q).

A graph is considered minimal if and only if its Nerode equivalence is the identity. The problem

of minimizing a graph is that of computing the Nerode equivalence. The minimal graph accepts the

same language as the original graph.

Given a graph G there are two main algorithms used to obtain a minimal graph from it: Moore

and Hopcroft [21]. Both will be described in this section, but some definitions are due before getting

into the algorithms.

Definition 2.5 – Partitions and Equivalence Relations

Given a set E, a partition of E is a family P of nonempty, pairwise disjoint subsets P of E such

that
⋃
P∈P P = E. The index of the partition is its number of elements. The partition P defines

an equivalence relation on E and the set of all equivalence classes of an equivalence relation in

E defines a partition of the set. �

When a subset F of E is the union of classes of P it is said that F is saturated by P . Given Q,

another partition of E, it is said to be a refinement of P (or that P is coarser than Q) if every class

of Q is contained in some class of P and it is written as Q ≤ P . The index of Q is greater than the

index of P .

Given partitions P and Q of E, U = P ∧ Q denotes the coarsest partition which refines P and

Q. The elements of U are non-empty sets P ∩ Q, such that P ∈ P and Q ∈ Q. The notation is

extended for multiple sets as U = P1 ∧ P2 ∧ . . . ∧ Pn =
n∧
j=1

Pj .
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Given F ⊆ E, a partition P of E induces a partition P ′ of F by intersection. P ′ is composed by

the sets P ∩ F with P ⊆ P . If P and Q are partitions of E and Q ≤ P , the restrictions P ′ and Q′ to

F maintain Q′ ≤ P ′.

Given a set of states P ⊂ Q and a symbol σ ∈ Σ, let σ−1P denote the set of states q ∈ Q such

that δ(q, σ) ∈ P . Consider P,R ⊂ Q and σ ∈ Σ, the partition of R

(P, σ)|R

is the partition composed of possibly two non-empty subsets:

R ∩ σ−1P = {r ∈ R|δ(r, σ) ∈ P} (2.1)

and

R\σ−1P = {r ∈ R|δ(r, σ) /∈ P}. (2.2)

The pair (P, σ) is called a splitter. Observe that (P, σ)|R = R if either δ(r, σ) ⊂ P or δ(r, σ) ∩ P =

∅, ∀r ∈ R and (P, σ)|R is composed of two classes if both δ(r, σ) ∩ P 6= ∅ and δ(r, σ) ∩ P c 6=

∅, ∀r ∈ R or equivalently if δ(r, σ) 6⊂ P and δ(r, σ) 6⊂ P c, ∀r ∈ R . If (P, σ)|R contains two

classes, then we say that (P, σ) splits R. This notation can also be extended to sequences, using a

sequence ω ∈ Σ∗ instead of the symbol σ ∈ Σ.

Proposition 2.1

The partition corresponding to the Nerode equivalence is the coarsest partition P such that no

splitter (P, σ), with P ∈ P and σ ∈ Σ, splits a class in P , such that (P, σ)|R = R for all

P,R ∈ P and σ ∈ Σ. �

2.3.2 Moore Algorithm

An important minimization algorithm is the Moore algorithm [22]. It is based on the idea of

taking an initial partition with a very wide criteria and then refining it until the Nerode equivalence

classes are obtained. The outline of the algorithm is shown in Algorithm 1, which finds the minimal

graph that generates the language generated by the graph G given the initial partition P . The usual

initial partition for Moore is to group states that have outgoing edges with the same labels together.

Given a graph G = (Q, Σ, δ) and the initial partition P = {P1, . . . , Pn}, the set L(h)
q is defined

as:
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L(h)
q (G) = {w ∈ Σ∗||w| ≤ h, δ∗(q, w) ∈ Pj},

where Pj ∈ P is comprised of all words up to length h that can be generated starting from a certain

q ∈ Q and reaching a state in the equivalence class Pj . The Moore equivalence of order h (denoted

by ≡h) is defined by:

p ≡h q ⇔ L(h)
p (G) = L(h)

q (G).

This equivalence relation states that two states are equivalent if they generate the same words of

length up to h that reach a state in Pj . The depth of the Moore algorithm on a graph G is the

integer h such that the Moore equivalence ≡h becomes equal to the Nerode equivalence ≡ and it

is dependent only on the language of the graph. The depth is the smallest h such that ≡h equals

≡h+1, which leads to an algorithm that computes successive Moore equivalences until it finds two

consecutive equivalences that are equal, making it halt.

Proposition 2.2

For two states p, q ∈ Q and h ≥ 0, one has

p ≡h+1 q ⇐⇒ p ≡h q and δ(p, σ) ≡h δ(q, σ), ∀σ ∈ Σ. (2.3)

Using this formulation and definingMh as the partition defined by the Moore equivalence of depth

h, the following proposition holds:

Proposition 2.3

For h ≥ 0, one has

Mh+1 =Mh ∧
∧
σ∈Σ

∧
P∈Mh

(P, σ)|Q. (2.4)

Algorithm 1 Moore(G,P)
1: repeat
2: P ′ ← P
3: for all σ ∈ Σ do
4: Pσ ←

∧
P∈P(P, σ)|Q

5: P ← P ∧
∧
σ∈Σ Pσ

6: until P = P ′
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This computation means that for each symbol σ ∈ Σ and for each equivalence class P ∈ Mh

(where Mh is the partition of the previous iteration) a splitter (P, σ) is created and applied to the

original set of states Q. This will create partitions that show which states of Q reach states in P

with symbol σ and which do not. Then the coarsest partition
∧
P∈Mh

(P, σ)|Q is taken, which will

separate the equivalence classes of states of Q that reach different equivalence classes ofMh with a

given symbol σ. After this, the coarsest partition
∧
σ∈Σ

∧
P∈Mh

(P, σ)|Q between these equivalence

classes are taken, separating Q in classes that reach classes inMh with each different symbol of Σ.

This effectively computes the δ(p, σ) ≡h δ(q, σ), ∀σ ∈ Σ part of (2.4). To finish (2.4) the coarsest

partition of this last step and ofMh is taken, resulting in the effective computation of an increment

in the Moore equivalence classes.

This previous computation is performed in Algorithm 1 in which the loop refines the current

partition until no change occurs between Mh and Mh+1, which means the Nerode equivalence is

reached. As it will be explored in this work, the initial partition can be created with different criteria.

For a graph, it is done by grouping together states in Q which have outgoing edges with the same

labels, but another criterion is used in the probabilistic case (Section 2.4.1).

Moore algorithm of the refinement of k partition of a set with n elements can be done in time

O(kn2). Each loop is processed in time O(kn), so the total time is O(mkn), where m is the total

number of refinement steps needed to compute the Nerode equivalence.

An Example

To illustrate how the Moore algorithm works, this example will apply it to the graph of Figure

2.2, which has Q = {A,B,C,D,E}, Σ = {0, 1} and it is not minimal. The first step is to create

the initial partition P based on the criterion of grouping states together in equivalence classes if they

have the same outgoing edges with the same labels. In Figure 2.2, states A and D have outgoing

edges labeled with 0 and 1 while B,C and E have only an outgoing edge labeled with 0. Thus, the

initial partition has two equivalence classes, P = {{A,D}, {B,C,E}}.

Applying the Moore algorithm, P ′ will store the current state of P . First, consider σ = 0. To

create the equivalence class P0, we consider the splitters ({A,D}, 0) and ({B,C,E}, 0) applied to

Q. First, take ({A,D}, 0)|Q. From (2.1) we have

Q ∩ 0−1{A,D} = {B,E}

and, from (2.2),
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Figure 2.2: An example of a graph that is not minimal.

Q\0−1{A,D} = {A,C,D}.

The same process is repeated for the splitter ({B,C,E}, 0). From (2.1):

Q ∩ 0−1{B,C,E} = {A,C,D}

and, from (2.2),

Q\0−1{B,C,E} = {B,E}.

P0 is then the coarsest partition between ({A,D}, 0)|Q = {{B,E}, {A,C,D}} and

({B,C,E}, 0)|Q = {{A,C,D}, {B,E}}. Thus P0 = {{A,C,D}, {B,E}}.

This process is repeated to obtain P1. ({A,D}, 1)|Q. From (2.1),

Q ∩ 1−1{A,D} = ∅

and, from (2.2),

Q\1−1{A,D} = {A,B,C,D,E}

and, for ({B,C,E}, 1)|Q,

Q ∩ 1−1{B,C,E} = {A,D}

and

Q\0−1{A,D} = {B,C,E}.
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Figure 2.3: Application of Moore algorithm to the initial partition.

The coarsest partition between {{A,B,C,D,E}} and

{{A,D}, {B,C,E}} is {{A,D}, {B,C,E}} = P1.

The next step is to take the coarsest partition betweenP0 andP1, which is {{A,D}, {C}, {B,E}}.

Then the coarsest partition between this result and the current P is taken, which leaves it unchanged.

This result is then stored as the new partition P and it is shown in Figure 2.3.

As the current P is different from the one stored in P ′, a new iteration has to be performed. Now,

P overwrites the old P ′ and we have to compute P0 and P1.

First, the result of the splitters for 0 are ({A,D}, 0)|Q = {{B,E}, {A,C,D}}, ({C}, 0)|Q =

{{A,D}, {B,C,E}} and ({B,E}, 0)|Q = {{C}, {A,B,D,E}} which results in

P0 = {{B,E}, {A,D}, {C}}. Similarly, ({A,D}, 1)|Q = {{A,B,C,D,E}}, ({C}, 1)|Q =

{{A,B,C,D,E}} and ({B,E}, 1)|Q = {{A,D}, {B,C,E}} and results in

P1 = {{A,D}, {B,C,E}}. The coarsest partition between P0 and P1 is {{A,D}, {C}, {B,E}}

which remains unchanged when its coarsest partition is taken with P . This result is then stored in P

and it is equal to P ′, which means the algorithm has converged and the minimal graph is shown in

Figure 2.3.

The Hopcroft Algorithm, which achieves a lower complexity of O(n log n) is presented in Ap-

pendix A and it is usually the algorithm applied when graph minimization is needed.

2.4 Probabilistic Finite State Automata

Definition 2.6 – Probabilistic Finite State Automata

A PFSA is defined as a graph G and a probability function π associated to each of its outgoing

edges, i.e. (G, π). The function π : Q×Σ→ [0, 1] such that for a state q ∈ Q,
∑
σ∈Σ

π(q, σ) = 1,

defines a probability distribution associated with each state of G. �
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Figure 2.4: A PFSA with the same graph of Figure 2.1.

Definition 2.7 – Morph

Given a state q ∈ Q, the probability distribution V(q) = {π(q, σ);∀σ ∈ Σ} associated with q is

called its morph. �

A PFSA is drawn with its graph with each outgoing edge labeled with a symbol and the probabil-

ity π(q, σ) associated with that transition. An example of a PFSA is shown in Figure 2.4. for which

Q = {A,B,C}, Σ = {0, 1}. It is the same graph from Figure 2.1 with probabilities associated to its

edges to create a PFSA.

Given a PFSA {G, π}, there is a probability associated with each word ω ∈ Σ∗ that can be

generated from each state of G. From Figure 2.4, starting at the state A, it is possible to generate the

word ω = 1011001 (as δ∗(A,ω) = B) by taking a path going to states B,A,B,C,A,A and B and

concatenating the labels of the path from each of these transitions. By multiplying the probabilities

of these edges, it is seen that = Pr(ω|A) = 0.75×0.2×0.75×0.8×0.5×0.25×0.75 = 0.0084375.

It is useful to adapt the concept of synchronization word to the context of PFSA as defined in

[15].

Definition 2.8 – PFSA Synchronization Word

The word w is a synchronization word if, ∀u, v ∈ Σ∗,

Pr(u|w) = Pr(u|vw). (2.5)
�

Definition 2.8 means that the probability of obtaining any sequence after the synchronization word

w does not depend on whatever came before w. The main problem with this definition is the fact that

is not possible to check (2.5) for all u ∈ Σ∗ and for all v ∈ Σ∗ as there are an infinite number of

sequences.The solution is to use (2.6),
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Pr(u|w) = Pr(u|vw),∀u ∈ ∪L1
i=1Σi,∀v ∈ ∪L2

j=1Σj , (2.6)

where L1 and L2 are called precision parameters. This means that all words u of length up to L1 are

checked as past previous to w and all words v up to length L2 are checked as continuations. This

limits the number of tests to be performed, as the tests have to check |Σ|L1+1−1 previous words and

|Σ|L2+1 − 1 continuation words.

A synchronization word is a good starting point to model a system from its output sequence

because the probability of its occurrence does not depend on what comes before it. Therefore, its

prefix can be regarded as a transient.

2.4.1 Initial Partition for PFSA

In the current work, when applying a graph minimization algorithm (such as Moore or Hopcroft)

on a graph G of a PFSA, the following criterion is used to create the initial partition P:

. Two states p, q ∈ Q are grouped together in an equivalence class if their morphs are equivalent via

a statistical test, i.e., the null hypothesis V(p) = V(q) is true for a confidence level α;

. Use clustering techniques such as the one described in the next section to group states with similar

morphs together.

2.5 Clustering

The algorithm presented in Chapter 5, a technique from machine learning called clustering, is

used to reduce the size of a PFSA.

Clustering refers to a series of techniques used take a set of M objects and gather them into K

groups, called clusters, that share some sort of similarity [23]. There are several motivations and

applications for clustering, but in this current work we are interested in applying it to cluster states

that share similar morphs.

2.5.1 K-Means

The K-Means algorithm, also called the Lloyd’s Algorithm [24], aims to put M data points in an

I-dimensional space intoK clusters. Each cluster k is represented by a vector m(k) called its mean or

its centroid. The data points are denoted by {x(n)}with n = 1, . . . ,M and each x(n) has components

xi with i = 1, . . . , I . The centers of the clusters (the means m(k)) are initialized to points in RI , the
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data points closest to each mean are clustered together and the value of these means are updated to

the mean value of the recently-clustered data points. The process is repeated until the means do not

move after a new iteration, which means that they are at the centroid of the final set of clusters.

It is necessary to define a metric to measure the distance between data point vectors. For sim-

plicity, it is assumed that x(n) ∈ RI , for n = 1, . . . ,M and the following equation is used as the

distance between vectors x and y:

d(x, y) =
1

2

∑
i

(xi − yi)2. (2.7)

The algorithm works by first assigning initial values to m(k). It then assigns each data point x of x(n)

to a cluster j for which the distance d(x,m(j)) given by (2.7) is minimum. The values of {m(k)} are

then updated to be the mean value of the data points assigned to each cluster. These assignment and

update steps are repeated until no assignment is changed after an iteration.

The full algorithm is shown in Algorithm 2. Its steps are discussed in more detail in the following

sections.

Algorithm 2 K-Means

1: Inputs: {x(n)},K
2: Outputs: K clusters containing all data points {x(n)}
3: ## Step 1: Initialization:
4: for k ∈ 1, . . . ,K do
5: m(k) ← random()

6: ## Step 2: Assignment
7: for i = 1, . . . ,M do
8: k(i) ← arg min

j
{d(m(j), x(i))}

9: r
(i)
k ← assign(k(i))

10: ## Step 3: Update
11: for j = 1, . . . ,K do
12: R(j) ←

∑
n
r

(n)
j

13: m(j) ←
∑
n
r
(n)
j x(n)

R(j)

14: ## Step 4: Repeat
15: if Assignments change then
16: Repeat steps 2 and 3

17: else
18: return {r(n)

k , ∀n ∈ 1, . . . ,M}
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Step 1: Initialization

The most common initialization method for the means m(k) is to assign random values of RI to

each mean. There are other heuristics that can be used [25], but the random initialization is usually

enough for most applications.

Step 2: Assignment

For each x(i) with i = 1, . . . ,M , the distance d(x(i),m(j)) is calculated for every m(j) with

j = 1, . . . ,K. The j for which the distance is minimum is stored in k(j).

The function r(n)
k is defined as

r
(n)
k =

1, if k(n) = k

0, otherwise
(2.8)

it is used to label each data point, as it is 1 for k = k(n) and this value of k(n) is found in the previous

operation and (2.8) is updated for the values found.

Step 3: Update

This step updates the values of the means by taking the mean position of the data points contained

in each cluster. For a given cluster j, m(j) is updated with
∑
n r

(n)
j x(n)/R(j), in which

∑
n r

(n)
k x(n)

gives only the data points in cluster j as r(n)
j is 0 for any data point outside of the cluster and

R(j) ←
∑
n r

(n)
j is the total amount of data points in cluster j.

Step 4: Repeat

Steps 2 and 3 are then repeated until the clustering before and after the iteration are the same,

which means that the means reached the centroid of each cluster and that the task is finished.

Time Complexity

There are many methods to obtain the K-Means algorithm complexity but the average scenario

is given by O(MKIj) [26], where M is the number of data points, K is the number of clusters, I

is the dimension of the data point set and j is the number of iterations until convergence, which is

usually small.

The next section describes two PFSA construction algorithms present in the literature.
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Table 2.1: Probabilities of words of length up to 3 obtained from a binary sequence S.

` = 1 Prob. ` = 2 Prob. ` = 3 Prob.

0 0.51 00 0.27 000 0.15

1 0.49 01 0.23 001 0.12

10 0.24 010 0.12

11 0.25 011 0.11

100 0.12

101 0.12

110 0.11

111 0.14

2.6 PFSA Modeling Algorithms

In this section, two algorithms that construct a PFSA from a sequence S of length N over an

alphabet Σ are presented: D-Markov Machines[27] and CRISSiS[15].

2.6.1 D-Markov Machines

A D-Markov machine is a PFSA that generates symbols that depend only on the history of at

most D previous symbols, in which D is the machine’s depth. It generates a Markov process {sn}

of order D,

Pr(sn| . . . sn−D . . . sn−1) = Pr(sn|sn−D . . . sn−1).

To construct a D-Markov Machine, first |Σ|D states are created in the set Q labeled with each of

the D-length subsequences of alphabet Σ. For each τ ∈ Σ, the τ -labeled transition from state

q is determined as follows. Consider that state q labeled as q = σ1σ2 . . . σD with σn ∈ Σ , for

n = 1, 2, . . . , D. There is a transition from q to q′ = σ2 . . . σDτ for τ ∈ Σ , that is δ(q, τ) = q′ ,

with probability:

Pr(τ |q) =
Pr(qτ)

Pr(q)
, (2.9)

where Pr(q) and Pr(qτ) are the probabilities of q and q′ occurring in the original sequence, respec-

tively.

For example, consider a binary sequence S with the probabilities of words of length ` ≤ 3 shown

in Table 2.1. To build a 2-Markov Machine, the states are 00, 01, 10 and 11. Using Equation (2.9),

the D-Markov machine shown in Figure 2.5 is built.
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0|0.56

1|0.44

1|0.56

0|0.44

0|0.5

1|0.5

0|0.5

1|0.5

Figure 2.5: A D-Markov machine with sequence S and D = 2.

2.6.2 CRISSiS

The Compression via Recursive Identification of Self-Similar Semantics (CRISSiS) algorithm

is presented in [15]. It assumes that a sequence S over an alphabet Σ of length N is generated by

a synchronizable and irreducible PFSA. CRISSiS is shown in Algorithm 3 and it consists of three

steps:

Identification of Shortest Synchronization Word

Using the definition of a synchronization word given in (2.6), CRISSiS uses brute force to find

the shortest synchronization word with fixed parameters L1 and L2. This is shown in Algorithm 4

where each state morph is checked with the morph of its extensions up to a length L2. If all statistical

tests are positive for a given word ω, it is returned as the synchronization word ωsyn.

The auxiliar function hypothesisTest is used to check (2.6) for a given value of α. It can be

implemented either as the χ2 test or the Kolmogorov-Smirnov test. It returns True when the test

states that the probabilities are statistically the same or False when they are not.
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Algorithm 3 CRISSiS

1: Inputs: Symbolic string S,Σ, L1, L2, significance level α

2: Outputs: PFSA P̂ = {G, π}

3: ## Identification of Shortest Synchronization Word:
4: ωsyn ← null

5: d← 0

6: while ωsyn is null do
7: Ω← Σd

8: for all ω ∈ Ω do
9: if (isSynString(ω,L1, L2)) then

10: ωsyn ← ω

11: break
12: d← d+ 1

13: ## Recursive Identification of States:
14: Q← {ωsyn}

15: Q̃← {ωsynσ, ∀σ ∈ Σ}
16: δ(ωsyn, σ) = ωsynσ∀σ ∈ Σ

17: for all ω ∈ Q̃ do
18: if ω occurs in S then
19: ω∗ ← matchStates(ω,Q,L2)

20: if ω∗ is null then
21: Add ω to Q

22: Add ωσ to Q̃ and δ(ω, σ) = ωsynσ, ∀σ ∈ Σ

23: else
24: Replace all ω by ω∗ in δ

25: ## Estimation of Morph Probabilities:
26: Find k such that S[k] is the symbol after the first occurrence of ωsyn in S

27: Initialize π to zero

28: state← ωsyn

29: for all i ≥ k in S do
30: π(state, S[i])← π(state,S[i]) + 1

31: state← δ(state,S[i])

32: Normalize π for each state
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Recursive Identification of States

States are equivalence class of strings under Nerode equivalence class. To check if two states q1

and q2 are equivalent, it would be necessary to test that

Pr(v|q1) = Pr(v|q2),∀v ∈ Σ∗, (2.10)

but as it is not feasible to test for strings up to infinite length, a simplified version checks for string

up to length L2,

Pr(v|q1) = Pr(v|q2),∀v ∈ Σd, d = 1, . . . , L2. (2.11)

If two states pass the statistical test using (2.11), they are considered to be statistically the same.

Strings q1 and q2 need to be synchronization words in order to use (2.11). If ω is a synchronization

word for some qi ∈ Q, then ωτ is also a synchronization word for qj = δ(qi, τ).

The next procedure starts by letting Q be the set of states that will receive the states for the final

machine found by the algorithm and Q̃ is the set of states to be checked if they are equivalent to

some state in Q or if they are a state on their own. It is initialized with the descendants of ωsyn.

The function δ for the machine is initialized with δ(ωsyn, σ) equal to ωsynσ for all σ ∈ Σ. This is

represented by a tree using ωsyn as the root node to |Σ| children, which are the states in Q̃. Each one

of the children nodes is regarded as a candidate state. Each one of them is tested using a statistical

test with confidence level α with each of the states in Q. If a match between some ω ∈ Q̃ and some

ω∗ ∈ Q is found, the child state is removed and all the transitions to ω are redirected to ω∗ (i.e. every

δ(q, σ) = ω now becomes δ(q, σ) = ω∗ for any q ∈ Q and any σ ∈ Σ). If it does not match any

state in Q, it is considered a new state and it is then added to Q and it should also be split in |Σ| new

candidate states which are added to Q̃. This procedure is repeated until no new candidate states have

Algorithm 4 isSynString(ω,L1, L2)

1: Outputs: true or false

2: for D = 0 to L1 do
3: for all u ∈ ΣD do
4: for d = 0 to L2 do
5: for all v ∈ Σd do
6: if hypothesisTest(Pr(u|ωv),Pr(u|ωv), α) = False then
7: return False

8: return true
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Algorithm 5 matchStates(ω,Q,L2)

1: for all q ∈ Q do
2: for d = 0 to L2 do
3: for all v ∈ Σd do
4: if hypothesisTest(Pr(ωv|q),Pr(v|q), α) = False then
5: return q

6: return null

A

B

C
0|0.5

1|0.5 0|0.8

1|0.2 1|0.3

0|0.7

Figure 2.6: The Tri-Shift PFSA.

to be visited. As CRISSiS should be applied to estimate a finite PFSA, this procedure is guaranteed

to terminate.

Estimation of Morph Probabilities

To recover the morphs of each state in Q found in the last step, the sequence S (starting from

the first occurrence of ωsyn) is fed to the PFSA starting at state ωsyn and transition following the

symbols of the original sequence. Each transition is counted and then normalized in order to recover

an estimation of each state morph.

Example

The PFSA in Figure 2.6, which is called Tri-Shift in this work, is presented in [15]. It is syn-

chronyzable and works over a binary alphabet. It is used in this example to generate a string S of

length 10000. Table 2.2 gives the estimated probabilities of subsequences occurring in S. In this

example, L1 = L2 = 1.

First, the synchronization word needs to be found. States 0, 1 and so on are checked with (2.6).

Starting by 0, Pr(0|0) = 0.5607 is not equal to Pr(1|0) = Pr(01) = 0.4393 which means they do not

pass the χ2 test. Then, the state 1 is tested, which also fails (Pr(0|1) = 0.7387 6= 0.2613 = Pr(1|1).

For state 00, the probabilities are relatively close (Pr(0|00) = 0.5 = Pr(1|00)) and it passes the test,

giving 00 the status of synchronization word.
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Table 2.2: Probabilities of words generated by the Tri-Shift.

` = 1 Prob. ` = 2 Prob. ` = 3 Prob. ` = 4 Prob. ` ≥ 5 Prob.

0 0.62711 00 0.35164 000 0.17565 0000 0.08673 00100 0.09881

1 0.37291 01 0.27546 001 0.17599 0001 0.08892 00101 0.04181

10 0.27546 010 0.21451 0010 0.14062 001000 0.0499

11 0.09745 011 0.06094 0011 0.03536 001001 0.04891

100 0.17599 0100 0.14206 001010 0.02926

101 0.09946 0101 0.07245 001011 0.01255

110 0.06094 1000 0.08892

111 0.03651 1001 0.08707

1100 0.03393

1101 0.02701

The second step starts by defining the synchronization word state 00 adding it to Q and splitting

it into two candidates states, 000 and 001 (Figure 2.7). Each candidate has its morphs compared to

that of 00, which is the only state in Q, via (2.11). V(000) = [0.494, 0.506] is considerably close

to V(00) = [0.500, 0.500], so they pass the statistical test and 00 and 000 are considered to be an

equivalent state. 000 is removed and the edge going from 00 to 000 becomes a self-loop from 00 to

itself. On the other hand, V(001) = [0.800, 0.200] is considerably different from V(00), therefore it

is considered a state and added to Q (which now becomes {00, 001}) and then it is split into two new

candidates (Figure 2.8).

The same procedure is then repeated for the candidates 0010 and 0011. V(0010) = [0.703, 0.297]

is different from both 00 and 001, therefore it is a new state, it is added to Q and split into the new

candidates 00100 and 00101. V(0011) = [0.500, 0.500] passes the test with V(00), which means

that 0011 is removed and the edge from 001 to 0011 goes back to 00. This leads to the configuration

in Figure 2.9, with Q = {00, 001, 0010}.

The next candidates are similar to two states in Q (V(00100) = [0.505, 0.495] passes with 00

and V(00101) = [0.700, 0.300] passes with V(0010)), so both are removed and its edges rearranged

to the configuration in Figure 2.10, which is the same graph as the original Tri-Shift, showing that

CRISSiS recovered the PFSA graph. All that is left is to feed the input sequence to the graph and

computing the morph probabilities, which recovers an accurate Tri-Shift PFSA.

Time Complexity

As shown in [15], CRISSiS operates with a time complexity of O(N) · (|Σ|O(|Q|3)+L1+L2 +

|Q||Σ|L2), where N is the length of the input sequence, |Σ| is the alphabet size, |Q| is the number
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00

000
0

001
1

Figure 2.7: Tree with 00 at its root, Q = {00}.

00 001

0010

0011

0 1

1

0

Figure 2.8: Second iteration of three, Q = {00, 001}.

of states in the original PFSA and L1 and L2 are parameters determining how much of the past and

future of a state is needed to determine it. It is stated that as L1 and L2 are both usually small, it does

not affect the performance greatly, even though the algorithm is exponential in these parameters.

00 001 0010

00100

00101

0
1

1
0

0

1

Figure 2.9: Third iteration of the three, Q = {00, 001, 0010}.
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1 0

1 1

0

Figure 2.10: Recovered Tri-Shift topology.
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CHAPTER 3
AN ALGORITHM FOR

SYNCHRONIZABLE
DYNAMICAL SYSTEMS

I N this chapter, the proposed PFSA construction algorithm to model a dynamical system from its

output sequence S is presented. The first section discusses an algorithm to find synchronization

words which has lower complexity than the brute force method used by CRISSiS. Later, the PFSA

construction algorithm is shown. It is further divided in two parts: the leaf connection, which makes

sure that all states have outgoing edges and the full ALEPH algorithm which creates the final PFSA

for the provided parameters.

Thus, the proposed algorithm consists of the following three steps:

1 Find synchronization words from sequence S;

2 Apply a leaf connection criterion for the rooted tree with probabilities T based on S;

3 Apply the ALEPH algorithm for PFSA construction.

3.1 A New Algorithm for Finding Synchronization Words

Given a sequence S of length N over an alphabet Σ generated by a dynamical system, we intro-

duce in this section an algorithm to find possible synchronization words in S. The CRISSiS method

uses (2.6) for an extensive, brute force search. The proposed algorithm uses data structures in order

to speed up the process. This implies using a structured search to realize less statistical tests, which

reduces the time complexity of the algorithm, while also finding not only just one synchronization

word, but all of them up to a given length W.
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ε

1

111/P(1|1)

100/P(0|1)

1/P(1)

00/P(0)

Figure 3.1: Example of a rooted tree with probabilities.

The proposed algorithm uses a rooted tree with probabilities T over an alphabet Σ to search

for synchronization words. At the beginning of the algorithm, all states of T are considered valid

candidates to be synchronization words. A search is performed in T starting by its root using a

statistical test (which compares two state morphs via a test such as χ2 or Kolmogorov-Smirnov for

a given confidence level α) to determine whether a state should be expanded. The way the tree is

explored guarantees that a state is only tested against other states that have it as a suffix. When a test

fails, an expansion algorithm is used to determine how the next states are to be tested. On the other

hand, when the test is successful, the state keeps its status as a valid candidate.

A rooted tree with probabilities (RTP) T over Σ = {0, 1} is presented via an example in Figure

3.1. It consists of a set of states connected by edges. All states have exactly one predecessor (with

the exception of the root state, labeled with the empty string ε, which has no predecessors). Leaf

states (0, 10 and 11 in the example) have no successors, while the other states have |Σ| successors

as each element of Σ labels its outgoing edges. Those edges are also labeled with the probability of

leaving the state with that symbol. Each state is labeled with the string formed from concatenating

the symbols in the branches in the path from the root to the current state. The probability of reaching

a state is given by multiplying the probabilities labeling the branches in the path from the root state

to the current state. For example, consider the leaf state 10. The path taken from the root state ε

is first 1 and then 0. The probability of reaching this state is P (1) × P (0|1), that is the probability

of leaving the root state with 1 (which is P (1)) multiplied by the probability of leaving the state 1

with 0 (that is, P (0|1)). The edge probabilities of T are taken from the conditional probabilities of

sub-sequences of S.

An RTP has its maximum depth L ultimately constrained by the length N of S. It is good to remind

that as the chance of sub-sequences occurring gets smaller as their length increases, the statistics of

large sub-sequences might be really poor for a given N. This means that using a very large L implies

that the probabilities of states closer to the leaves tend to be unreliable.

Another data structure used in the algorithm is a dictionary (also called a hash table) [28]. A

dictionary d is a mapping between two sets d : X → Y . The elements from X are called the
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dictionary keys. An entry in the dictionary is the element y ∈ Y associated to the key x ∈ X and is

denoted by d[x], which is also called the value of x in d. An entry d[x] might be updated and even

deleted from d.

As mentioned before, all states of T start as possible candidates for synchronization words. This

is represented by a dictionary called candidacy which takes states as keys. For a given key k,

candidacy[k] is a boolean value: it is True when k is still a possible synchronization word and False

when it is not (i.e. when it failed a statistic test). Thus, candidacy is initialized with a True value for

all of its keys. When candidacy[k] = True, k is called a valid state.

The concept of a shortest valid suffix (SVS) also needs to be explained as it is important in one of

the algorithm steps via an auxiliary function called shortestValidSuffix. For a given word ω ∈ Σ∗, its

SVS is the word ζ ∈ Σ∗, |ζ| ≤ |ω|, that is a shortest suffix of ω for which the state labeled with ζ in T

is still a valid candidate for synchronization word. The function shortestValidSuffix receives the word

ω = σ1σ2 . . . σn ∈ Σ∗, the tree T and the dictionary candidacy as inputs. First ω = σ1σ2 . . . σn is

reversed, ωrev = σnσn−1 . . . σ1. Then, the tree T is traversed according to ωrev, starting at the root

ε. candidacy[ε] is checked and if it is true, ε is returned. If not, the state δ(σn, ε) is evaluated. At

each level k of T , the current state is c = δ∗(σn . . . σn−k, ε). Let crev be the reversed label of the

current candidate (i.e. if c = τ1τ2 . . . τm, crev = τmτm−1 . . . τ1). If candidacy[crev] is True, crev is

returned. If not the next iteration is processed until ωrev is reached, which means that ω is its own

shortest valid suffix if its candidacy is True or that it has no valid suffix if its candidacy is False.

As an example, take the tree T represented in Figure 3.2, where the filled states indicate that their

candidacy status is True while the white states have them as False. If we wish to check which state

is the shortest valid suffix for ω = 110 we first take ωrev = 011 and go to the root. As candidacy[ε]

is False, we go to the next iteration, taking c = δ(0, ε) = 0. The candidacy of crev = 0 is checked,

which once again is false and takes us to the next iteration. Now c = δ∗(01, ε) = 01, crev = 10 and

candidacy[crev] = candidacy[10] = True and the function returns crev = 10, i.e. 10 is the shortest

valid suffix of 110.

Along with the candidacy dictionary, a second dictionary called suffixes is created. It also has

the states from T as keys. The associated value to each key is a list of states for which the key is the

shortest valid suffix, i.e. the key state is the shortest state to have a True value for its candidacy and

also is a suffix for all the word in the associated list. Another dictionary, V is created to be used in

the expansion algorithm and it is explained later in the context of Algorithm 7.

To find the synchronization words, Algorithm 6 is used. Its inputs are the rooted tree with prob-
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Figure 3.2: Example of binary RTP with L = 3.

abilities T with maximum depth L, the maximum window size W , which is a parameter that de-

termines how deep in the tree the algorithm searches. The algorithm starts by creating the queue Γ

which contains states from T that are not fully tested for the synchronization word hypothesis during

the current iteration. As ε is the only value to be tested in the beginning of the algorithm, only suf-

fixes[ε] is initialized with a list of the states σ ∈ Σ as they all have ε as their shortest valid suffix. A

list Θ is created and initialized empty. It receives the states from T which currently have passed the

statistical tests. The statistical tests are implemented as either χ2 or Kolmogorov-Smirnov tests for a

given confidence level α. This is implemented as the auxiliary function statisticalTest which takes as

inputs two states and a significance level α and compares the state morphs with a statistical test with

the given confidence level and returns True if the test passes and False otherwise.

The main loop then begins. At the start of each iteration, the variable c receives the first element

of Γ via dequeueing (as Γ is a queue, the first element to be inserted into it is the first to be removed)

which is represented by the dequeue auxiliary function in line 10 of Algorithm 6. It takes the queue Γ

as input and returns the elements in its first position. If the label of c is not larger than W , a flag p is

set to True. If suffixes[c] is empty, p stays True. Otherwise, each element λ of suffixes[c] goes through

the statistical test with c in order to check (2.6) and p receives the result of statisticalTest(c, λ, α). If

after all the tests are performed, p retains its True value, c keeps its status as a valid candidate for
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synchronization word and it is appended at Θ . If one of the tests fails, p is set to False and no more

tests need to be done for c. The candidacy(c) is set to False, the list Γ and the dictionaries will be

expanded according to Algorithm 7 (which will be explained later) and as each element θ ∈ Θ needs

to be tested again for the new elements appended to suffixes[θ] after the expansion, all elements of

Θ are queued at the end of Γ (using the auxiliary function queue) and then Θ is set to the empty set.

This procedure is repeated until either the queue Γ is empty or if all the elements in Γ have labels

longer than W . After one of these conditions is met, it stores Θ in the list Ωsyn, which contains

all the elements that passed in all their statistical tests, meaning that they are synchronization words

according to (2.6). Ωsyn is then returned as the final value.

Algorithm 6 findSynchWords(W, T )

1: procedure INITIALIZATION

2: Γ← {ε ∈ T }
3: suffixes[ε]← {δ(σ, ε)∀σ ∈ Σ}
4: V ← empty dictionary

5: for s ∈ T do
6: candidacy[s] = True

7: Θ← ∅
8: procedure MAINLOOP

9: while Γ 6= ∅ do
10: c← dequeue(Γ)

11: if length(c) < W then
12: p← True

13: if suffixes[c]6= ∅ then
14: for every λ ∈ suffixes[c] do
15: p← statisticalTest(c, λ, α)

16: if p = False then
17: candidacy[c]← False

18: expand(c, V, T ,Γ, candidacy, suffixes)

19: for every θ ∈ Θ do
20: queue(Γ, θ)

21: Θ← ∅
22: break
23: if p = True then
24: Θ← Θ ∪ {c}

25: Ωsyn ← Θ

26: return Ωsyn

Algorithm 7 updates Γ and the dictionaries suffixes and V after a statistical test fails. Its goal is to
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take the descendants of the element c that failed the test and queue them into the end of Γ and in turn

take their descendants, find their SVS and append them to their SVS suffixes dictionary entry. There

are some caveats: for an element to be queued into Γ, it needs to be its own SVS, otherwise it means

that there are shorter states that need to be checked first. For every element d that is a descendant of

c, its SVS ζ is found. If d is not its own SVS (i.e. d 6= ζ), d is appended to the list V [ζ]. This is done

because if in a later iteration ζ (which should be in Γ) fails its test, d has the opportunity to check

again if it became its own SVS so it might be queued into Γ.

First, a list Ψ with all the descendants of the state c is created. This list holds the elements that

need to be checked if they can be queued into Γ. They will be queued if they are their own SVS. The

dictionary V uses states of T as keys (for a given key k, V [k] is a list of states that have k as SVS).

When an element is not its own SVS it cannot be added to Γ and so it is added to a list in V . In a later

call to Algorithm 7 it might have become its own SVS and so it has to be checked again. If there is

a list associated to c in V , all its elements are appended to Ψ. The entry V [c] is then deleted as it no

longer has a use.

The next step is to check if each element d in Ψ are their own SVS using the shortestValidSuffix

function. This function will return a state ζ which is the SVS of d. If d = ζ, d is queued at the end of

Γ. After this, for each descendant t of d, t has its SVS τ found and suffixes[τ ] has t appended to it,

as now t has to be checked against τ .

When ζ 6= d, V [ζ] has d appended to it. Later on, if ζ fails one of its tests, d has to be checked

again to see if it is now its own SVS.

3.1.1 An Example

To illustrate how the algorithm works, the synchronization word finding algorithm is applied to

the Tri-Shift (from Section 2.6.2), as the results can be compared to CRISSiS. All statistical tests in

this section use the χ2 test with α = 0.95. The initial RTP with L = 4 is shown in Figure 3.3. We

consider W = 3. The queue Γ is initialized with the root of T . The dictionary suffixes is initialized

with suffixes[ε] = {0, 1}. V is initialized as an empty dictionary, Θ is initialized as an empty list and

all the states start with their candidacy set to True.

As Γ is not empty, it is dequeued and c = ε, which has a label length of zero and is shorter than

W = 3. It then proceeds to iterate through suffixes[c] = suffixes[ε] = {0, 1} and p is set to true. It first

compares statisticalTest(ε, 0, α). As the morphs are [0.6276, 0.3724] and [0.5615, 0.4385], the test

fails, which means ε candidacy is set to False and the expansion algorithm is called.
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Algorithm 7 expand(c, V, T ,Γ, candidacy, suffixes)

1: procedure EXPAND Γ

2: Ψ← {δ(σ, c),∀σ ∈ Σ}
3: if c is a key of V then
4: Ψ← Ψ ∪ V [c]

5: delete V [c]

6: for every d ∈ Ψ do
7: ζ ← shortestValidSuffix(T , d, candidacy)

8: if ζ = d then
9: queue(Γ, ζ)

10: for t ∈ {δ(σ, ζ)∀σ ∈ Σ} do
11: τ ← shortestValidSuffix(T , t, candidacy)

12: suffixes[τ ]← suffixes[τ ] ∪ t

13: else
14: V [ζ]← V [ζ] ∪ {d}

The list Ψ is initialized with the direct descendants of c = ε, that is Ψ = {0, 1}. V [ε] is empty

and can be disregarded. It is easy to check that all elements in Ψ are their own shortest valid suffixes

after ε candidacy becomes false (as seen in Figure 3.4, since the state is not filled). This means both

of them are queued into Γ, so that Γ = {0, 1}. For both 0 and 1, they are their direct descendants

shortest valid suffixes, which means that suffixes[0] = {00, 10} and suffixes[1] = {01, 11}. The

expansion algorithm returns to the synchronization algorithm. The list Θ is appended to the end of

Γ, but as it is currently empty it does not change Γ. This ends the first iteration.
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Figure 3.3: Input Rooted Tree with Probabilities T for the Tri-Shift Example.
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At the beginning of the next iteration T is shown in Figure 3.4, Γ = {0, 1} and when it is

dequeued, c = 0, whose label is still shorter than W . The list suffixes[0] = {00, 10} has each

of its elements tested. First to be tested is 00 and statisticalTest(0, 00, α) returns False as V(0) =

[0.5615, 0.4385] diverges significantly from V(00) = [0.5, 0.5]. This means that candidacy[0] is set

to False and the expansion algorithm is called.

For c = 0, the expansion algorithm has Ψ = {00, 01} and 0 is not among the keys of V , so no

other elements are appended to Ψ. First, the SVS is checked for 00 and by examining the tree, it is

observed that it is its own shortest valid suffix. This means that 00 is queued into Γ. Its children, 000

and 001 have 00 and 1 as shortest valid suffixes, so the suffixes dictionary is updated to suffixes[000]

= {000} and suffixes[1] = {01, 11, 001}. Next, the shortest valid suffix of 01 is shown to be 1, which

means it is not its own shortest valid suffix. This means it has to be appended to V [1], which makes

it V [1] = {01}. The empty list Θ is once again appended to Γ and then emptied.

In the beginning of the next iteration, we have Γ = {1, 000}, V [1] = {01}, Θ = ∅, suffixes[1]

= {01, 11, 001}, suffixes[00] = {000} and T is shown in Figure 3.5. Γ is dequeued and c = 1,

suffixes[1] = {01, 11, 001} is iterated through. First, statisticalTest(1, 01, α) is checked to be false

([0.779, 0.221] against [0.739, 0.261]) making candidacy[1] = False and the call to the expansion

algorithm.

In the expansion algorithm, Ψ = {10, 11} and it is appended of 01 because V [1] = {01},

making Ψ = {10, 11, 01}. Now that both candidacy[0] = candidacy[1] = False, all of them are

their own shortest valid suffixes and they are their children nodes’ shortest valid suffixes. Thus, Γ =

{00, 01, 10, 11} and suffixes[00] = {000, 100}, suffixes[01] = {001, 101}, suffixes[10] = {010, 110}

and suffixes[11] = {011, 111}. Once again Θ is appended in Γ and emptied.

The fourth iteration has c = 00, suffixes[c]= {000, 100} and T as in Figure 3.6. All the states

in suffixes[c] have the same morph as c, so it passes all its tests, keeps its candidacy as True and it is

added to Θ.

At the beginning of the next iteration, Γ = {01, 10, 11}, Θ = {00}, suffixes[01] = {001, 101},

suffixes[10] = {010, 110} and suffixes[11] = {011, 111} and T is still as in Figure 3.6.After dequeue-

ing, c = 01 and suffixes[c]= {001, 101}. The test statisticalTest(01, 001) fails ([0.779, 0.221] against

[0.8, 0.2]). During the expansion, Ψ = {010, 011} and V [01] = ∅. 010 is its own shortest valid suf-

fix, but 011 is not (its shortest valid suffix is 11). This means V [11] = {011} and Γ appends 010.

The children of 010 are 0100 and 0101 and will be added to suffixes[00] and suffixes[101]. After the

expansion, Θ = {00} is appended to Γ.
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In the sixth iteration, Γ = {10, 11, 010, 00}, V [11] = {011}, suffixes[10] = {010, 110}, suf-

fixes[11] = {011, 111}, suffixes[010] = ∅ and suffixes[00] = {000, 100, 0100} and T as in Figure 3.7.

c = 10, suffixes[c]= {010, 110} and statisticalTest(10, 010) fails ([0.6403, 0.3597] against [0.662,

0.338]). The expansion has Ψ = {100, 101}. 100 has 00 as shortest valid suffix, therefore it is not

appended to Γ and V [00] = {100}. 101 is its own shortest valid suffix so it is queued into Γ and its

children are 1010 and 1011 which are added to suffixes[010] and suffixes[11].

The following iteration has Γ = {11, 010, 00, 101}, V [11] = {011}, V [00] = {100}, suffixes[11]

= {011, 111, 1011}, suffixes[010] = {1010}, suffixes[00] = {000, 100, 0100} and suffixes[101] =

{0101} and T as in Figure 3.8. c = 11 and suffixes[c]= {011, 111, 1011}. The test statisti-

calTest(11, 011) fails ([0.6256, 0.3744] against [0.5575, 0.4425]). In the expansion for c = 11,

Ψ = {110, 111, 011} (because V [11] = {011}). All of them are their own shortest valid suffixes, so

they are appended to Γ and suffixes is updated with suffixes[00] receiving 1100; suffixes[101] receives

1101; suffixes[110], 1110 and 0110; suffixes[111], 1111 and 0111.

In the eighth iteration, Γ = {010, 00, 101, 110, 111, 011}, V [00] = {100}, suffixes[010] =

{1010}, suffixes[00] = {000, 100, 0100, 1100}, suffixes[101] = {0101, 1101}, suffixes[110] = {1110, 0110},

suffixes[111] = {1111, 0111} and suffixes[011] = {1011} and T as in Figure 3.9. c = 010 which is

now equal in length to W = 3, which means it is no longer tested.

In the ninth iteration, c = 00 and suffixes[c] = {000, 100, 0100, 1100}. All of these states have

morphs close to [0.5, 0.5] and they pass in all statistical tests. This keeps 00 candidacy as True and

it is once again added to Θ. The rest of the elements in Γ = {101, 110, 111, 011} have labels with

length grater than or equal to W so they are all skipped and the algorithm returns Θ = {00}. This

result is the same as the one found by CRISSiS.
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Figure 3.4: Rooted Tree with Probabilities T for the Tri-Shift Example after the first iteration.
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Figure 3.5: Rooted Tree with Probabilities T for the Tri-Shift Example after the second iteration.
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Figure 3.6: Rooted Tree with Probabilities T for the Tri-Shift Example after the third and fourth iterations.
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Figure 3.7: Rooted Tree with Probabilities T for the Tri-Shift Example after the fifth iteration.
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Figure 3.8: Rooted Tree with Probabilities T for the Tri-Shift Example after the sixth iteration.
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Figure 3.9: Rooted Tree with Probabilities T for the Tri-Shift Example after the seventh iteration.
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3.2 PFSA Construction

In this section, we discuss the ALEPH algorithm that constructs a PFSA from the RTP T . The

first step is to transform T into a graph as no leaf states (i.e. states with no outgoing edges) can exist

during the PFSA construction. This transformation is done via the criterion described in Section

3.2.1.

The final procedure groups states in equivalence classes of states that have statistically similar

morphs (checked by χ2 or Kolmogorov-Smirnov for a given confidence level α using the same sta-

tisticalTest auxiliary function described in Section 3.1) and the partition given by these equivalence

classes is used as an initial partition for a graph minimization algorithm (such as Moore or Hopcroft)

to obtain the final reduced PFSA. This is the main contribution of the ALEPH algorithm. It manages

to first get a reduced set of equivalence classes, with states in each class sharing statistically similar

morphs, and then breaks them apart to obtain a final set of states that generate sequences similar to

the original while having as little redundant states as possible for the given input parameters.

3.2.1 RTP Leaf Connection Criteria

The ALEPH algorithm creates equivalence classes for states with statistically similar morphs. In

order to have every state in an equivalence class, all of them need to have a morph, which is not the

case for leaf states. The Ω criterion is used to connect the leaf states of the RTP T and turn it into a

PFSA. It depends on the system having synchronization words and is able to create connections that

better represent the original system.

Ω Connection

For each state p in level L+ 1 of T , this criterion checks via statistical test if p has similar morph

to any of the synchronization words states. If it has not, it subsequently tests with the morphs of

each extension of synchronization words up to length L. If any of these tests succeeds, the state q in

level L that has δ(τ, q) = p for τ ∈ Σ has this edge reassigned for the state with which the test was

successful. In case no test passes, the D-Markov criteria is used for q. This is shown in Algorithm 8

whose inputs are the RTP T , the desired last level L and a list of synchronization words Ωsyn.

3.2.2 ALEPH Algorithm

The full ALEPH algorithm is shown in Algorithm 9. It takes an RTP T , the maximum considered

depth L and a list of synchronization words Ωsyn as inputs. It is further broken in 4 steps:
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Algorithm 8 omegaConnection(T , L,Ωsyn)

1: procedure CONNECT

2: Ψ← {p ∈ T if p in level L}
3: for q ∈ Ψ do
4: next = NULL

5: for τ ∈ Σ do
6: q′ = δ(τ, q)

7: for ω ∈ Ωsyn do
8: r ← statisticalTest(q′, ω, α)

9: if r = True then
10: next← ω

11: break
12: if next = NULL then
13: η ← {All extensions of ω up to length L,∀ω ∈ Ωsyn}
14: for e ∈ η do
15: r ← statisticalTest(q′, e, α)

16: if r = True then
17: next← e

18: break
19: if next = NULL then
20: Given that q = σ0 . . . σL

21: δ(τ,m)← σ1 . . . σLτ
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i the RTP leaf connection;

ii a state reduction;

iii grouping the states in an initial partition of equivalence classes and

iv applying a graph minimization algorithm.

Step 1: RTP Leaf Connection

The Ω connection which is previously described is used in T . The output of this step is a complete

probabilistic graph instead of a tree with leaf nodes.

Step 2: State Reduction

After the RTP connection process is finished a technique is used to discard some branches of T

in order to obtain fewer starting states in the next two steps, which implies in a smaller complexity.

Each state q′ ∈ T is visited, starting by the synchronization word states and it is checked if any

of its descendents (i.e. δ(q′, σ) for some σ ∈ Σ) has a synchronization word ω as suffix. In the

affirmative case, the outgoing edge of q′ is reassigned to ω. This is done because a state that has a

synchronization word as suffix has a morph similar to that of the synchronization word and generates

the same sequences with the same probabilities, which means these states that have synchronization

words as suffixes can be discarded. By discarding them, the rest of its branch is also discarded,

reducing the number of states even further.

This is done by creating a copy of Ωsyn called Q0 and an empty list called P0. The first element

of Q0 is taken by a dequeue and stored in q0, which means starting to visit the state of T by the

synchronization words. All q0 descendants are checked to see if they have one of the synchronization

words as suffix, and in the affirmative case, δ(q0, σ) is reassigned to that synchronization word (lines

9 to 12 of Algorithm 9). If a descendant of q0 does not end in a synchronization word, the descendant

is added to the list Q0 if it is not already in it and neither in P0 (lines 13 to 15 of Algorithm 9). This

is done to make sure that states are not visited twice. After all descendants of q0 are checked, q0 is

appended to P0.

Finally, the initial equivalence classes are created: one for each synchronization word (line 17 of

Algorithm 9).
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Step 3: Grouping the States in Equivalence Classes

The initial equivalence classes created in the previous step are stored in the list P . Given an

equivalence class C, its head state is the first state that is added to C and it is denoted by C[0]. A list

Q̃ is created containing the descendants of the head states in each of the initial equivalence classes.

For each element q of Q̃, statistical tests are performed with the head state of each equivalence

class C already present in P . If a test result is positive, the state q is added to the partition C. If no

test is successful, a new equivalence class is created for q and this class is subsequently added to P .

This process is repeated until every state of T is present in one equivalence class of the partition P .

Step 4: Graph Minimization

Once every state of T is in one class of the initial partition P , a graph minimization algorithm

(either Moore or Hopcroft) is applied using P as the initial partition. This initial partition guarantees

that the states in the same equivalence class have the same morph and the reduction algorithm breaks

this class if paths starting at these states eventually reach states with different morphs. The graph-

Minimization function then proceeds to refine the initial partition until the partition Go is obtained,

in which each equivalence only contains states that generate the sequences in their right context with

similar probabilities.

To obtain a PFSA, the transition probability function πo must also be obtained, which is done

by the averageMorphs function. This function computes the average morph of each equivalence

class of Go. The equivalence classes of Go are then turned into states with the morph computed

by averageMorphs. The final result is the PFSA (Go, πo) that represents the original system for

the given parameters. The accuracy and the number of states depend on the parameters L and the

confidence level α.

3.3 Time Complexity

The main improvements of the ALEPH algorithm are that, unlike CRISSiS, it does not depend on

the original system being synchronizable (the original system does not even need to be represented

by a PFSA and ALEPH will generate a PFSA that approximates it) . As seen in [15], CRISSiS

complexity depends on the number of states of the original system which (seen in Section 2.6.2), in

practical applications, remains unknown until the end of the algorithm. As it is discussed in this sec-

tion, the complexity of ALEPH depends only on parameters known prior to the algorithm execution.
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Algorithm 9 ALEPH(T ,Ωsyn, L)

1: procedure
2: ## Step 1: RTP Leaf State Connection
3: T ← omegaConnection(T , L)

4: ## Step 2: State Reduction
5: Q0 ← Ωsyn

6: P0 ← ∅
7: while Q0 6= ∅ do
8: q0 ← dequeue(Q0)

9: for σ ∈ Σ do
10: q′0 ← δ(q0, σ)

11: if for some ω ∈ Ωsyn, ω is a suffix of q′0 then
12: δ(σ, q0)← ω

13: else
14: if q′0 /∈ Q0 and q′0 /∈ P0 then
15: Q0 ← Q0 ∪ {q′0}

16: P0 ← P0 ∪ {q0}

17: P ← {{ω},∀ω ∈ Ωsyn}
18: ## Step 3: Grouping in Equivalence Classes
19: Q← {δ(σ,C[0]), ∀σ ∈ Σ and ∀C ∈ P}
20: for q ∈ Q do
21: r ← False

22: for C ∈ P do
23: r ← statisticalTest(q, C[0], α)

24: if r = True then
25: C ← C ∪ {q}
26: break
27: if r = False then
28: R← {q}
29: P ← P ∪ {R}

30: Q← Q ∪ {δ(σ, q),∀σ ∈ Σ|δ(σ, q) not in any p ∈ P}

31: ## Step 4: Graph Minimization (either Moore or Hopcroft)
32: Go ← graphMinimization(T ,P)

33: πo ← averageMorphs(Go)

34: return (Go, πo)
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The complexity of each part of the algorithm is discussed individually and a final complexity is given

in the end.

3.3.1 RTP Construction

To construct the RTP, the original sequence S of length N has to be parsed L times, which

depends mainly on the sequence length, giving a final complexity O(N).

3.3.2 Synchronization Word Search

For a given state with length n < W , the maximum amount of statistical tests it goes through

is n for each of its suffixes, starting by ε. For each of these tests, one search for SVS is performed.

This search for SVS has complexity O(m) for a SVS of length m. Thus, for the given state of length

n, searches for SVS of length 0 to n − 1 are performed, resulting in a complexity of O(n2) for the

searches. As in CRISSiS, a complexity of O(1) is used for the statistical test. This implies that for a

given state of length n, O(n3) operations are performed. This can be simplified if after a search for

SVS the result is stored. When a new search for SVS has to be performed, it can start from where the

last one finished. This means that for a state of length n, the searches have complexity O(n) and the

final complexity is O(n2).

Looking at T , for a given level d, |Σ|d tests and searches for SVS of length d are performed,

giving a complexity ofO(|Σ|dd2) per level. The total complexity is the sum of all levels from 1 toW .

Therefore, it is O(
W∑
d=1

|Σ|dd2) and as usually W > |Σ|, the final complexity for the synchronization

word search is O( |Σ|
W+1W 2

|Σ|−1 ).

The complexity for the same operation in CRISSiS is |Σ|(|Q|3+L1+L2). As it is exponential on

the cube of the number of states of the original machine, it grows much faster than our solution.

3.3.3 RTP Leaf Connection

In the D-Markov connection, each of the |Σ|L elements in the last level has their |Σ| edges

reassigned, giving a complexity of O(|Σ|L+1).

The Ω connection is a little more complex to analyze. It also needs to perform operations for each

of the |Σ| outgoing edges of each of the |Σ|L states in level L, but those operations are not simply

reconnections of complexity O(1). It performs tests with all states in Ωsyn and its descendants up to

length L, which in a worst case scenario means testing against states from level 0 to L in a total of

O(|Σ||Ωsyn|L2) tests per state in the last level and a final complexity of O(|Σ|L+1|Ωsyn|L2).
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3.3.4 PFSA Construction

When there are synchronization words, the algorithm starts by checking if all the |Σ|L states have

an outgoing edge that could be substituted by a synchronization word, giving a final complexity of

O(|Σ|L+1) for this additional step.

The worst case scenario occurs when all the |Σ|L+1 states of T have their own equivalence

classes. In this case, the dth has to be tested against the d− 1 previous equivalence classes, giving a

complexity of O(d). The complexity for all states is O(1 + 2 + . . . + |Σ|L+1) = O(|Σ|2L+2). As

seen in [21], this is the same procedure that dominates the complexity of graph reduction algorithms,

therefore their complexity by the end of the ALEPH algorithm does not need to be considered.

When there are synchronization words and the first step of complexity O(|Σ|L+1) is applied,

the number of states that will be organized in equivalence classes might be dramatically reduced,

which also reduces the complexity of that step. But in the worst case scenario, the O(|Σ|2L+2) factor

dominates the PFSA construction step and is its final complexity.
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CHAPTER 4
RESULTS

I N this chapter, the efficiency of the algorithms proposed in Chapter 3 to construct a PFSA is

verified for some examples of dynamic systems that can be represented by a PFSA. Results

for more practical and complex systems are discussed in the next chapter. First, from the original

system, a discrete sequence S over the alphabet Σ of length N= 107 is generated. Then, we calculate

the probabilities of subsequences occurring in S up to a length Lmax and construct an RTP from these

probabilities. After this, a series of PFSA are created using the D-Markov Machine, CRISSiS and

the ALEPH algorihm with different values of their parameters, that is, D (for D-Markov Machines),

L (for the ALEPH algorithms) and L2 (for CRISSiS). Finally, the accuracy of each of those PFSA

are compared using the quantifiers explained in Section 4.1 and the comparison results are explained

in Section 4.2.

4.1 Performance Quantifiers

This section presents the two quantifiers that are used to compare the performance of the PFSA

generated by the algorithms. The first one is the conditional entropy that is used to approximate the

entropy rate, which gives a sense of the memory of the system. The other one, the Kullback-Leibler

Divergence compares sequences generated by the models with the original one and estimate how

similar they are. The smaller the divergence, the more similar to the original system are the models.

4.1.1 Entropy Rate

Let {Xk}∞k=1 be a discrete random process over Σ. Its entropy rate is defined as [29]:
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h , lim
k→∞

H(Xk|X1X2 . . . Xk−1) = − lim
k→∞

∑
x∈Σk

Pr(x) log Pr(xk|x1x2 . . . xk−1). (4.1)

For a stationary process, the conditional entropy H(Xk|X1 . . . Xk−1) is non-increasing in k and

converges to h as k approaches infinity [29]. As it is not feasible to compute (4.1) the `-order

conditional entropy is used, defined as:

h` , H(X`|X1X2 . . . X`−1), (4.2)

which measures the uncertainty of a random variable X` given the previous ` − 1 samples. The

comparison of h` of the generated PFSA with the one from the original system is useful to test if the

generated one correctly captures the system memory.

4.1.2 Kullback-Leibler Divergence

For the purpose of comparing the algorithms, consider two sequences S1 and S2 over a common

alphabet Σ. They can be either the original sequence S or a sequence generated by a PFSA. Let

ω ∈ Σ` be a word of length ` and P1(ω) and P2(ω) be the probabilities of occurrence of ω in S1 and

S2 respectively. For a given ` we take the `-order Kullback-Leibler Divergence as:

D`(S1||S2) =
∑
ω∈Σ`

P1(ω) log
(P1(ω)

P2(ω)

)
. (4.3)

Although it is technically not a distance, as it does not obey the triangle inequality nor is necessarily

commutative, the Kullback-Leibler Divergence is useful to give an idea of how similar two distribu-

tions are. A small divergence indicates that the sequence generated by a PFSA is statistically close

to the original sequence, which shows that the PFSA is a good estimate for the original system.

4.2 Construction of PFSA for Dynamic Systems

We consider the following examples of dynamic systems with known representations as PFSA.

The goal is to apply the D-Markov Machine, CRISSiS and ALEPH algorithm to recover a good PFSA

and compare their number of states.

In all examples, the ALEPH algorithm is able to recover the original PFSA for some value of L

as well as CRISSiS for some value of L2. Usually, D-Markov Machines are not capable of retrieving

the original PFSA, but by increasing D, better machines are obtained in expense of an exponential
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0
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0|0.5

1|0.25 2|0.25

1|1.0 2|1.0

Figure 4.1: A PFSA of a Ternary Even-Shift.

Table 4.1: Synchronization Words for Ternary Even Shift.

α

W 0.95 0.99

2 0 0

3 0, 12, 21 0, 12, 21

4 0, 12, 21 0, 12, 21

5 0, 12, 21 0, 12, 21

6 0, 12, 21 0, 12, 21

growth in the number of states. The results for two D-Markov Machines are shown for each example:

one for theD that achieves a performance similar to the original PFSA and another forD−1 to show

a more compact with lower performance.

In the following cases we consider ` = 10. All the PFSA were constructed using the χ2 test with

α = 0.95 and for the synchronization words, two values of α (0.95 and 0.99) were used.

4.2.1 Ternary Even Shift

The ternary even shift is a symbolic dynamic system with a ternary alphabet Σ = {0, 1, 2} where

there must be an even number of consecutive non-zero symbols between zeroes. A PFSA that satisfies

this restriction is shown in Figure 4.1.

The synchronization words found by our algorithm with 2 ≤ W ≤ 6 are shown in Table 4.1 for

two values of α (0.95 and 0.99) and the same words (Ωsyn = {0, 12, 21}) are found for any W ≥ 3.

It is possible to check in the graph of Figure 4.1 that all found synchronization words are indeed valid

and each one synchronizes to one state of the graph. They can all be used as starting points for the

ALEPH algorithm.

The results of the ALEPH algorithm are compared to D-Markov and CRISSiS in Table 4.2.

The ALEPH algorithm obtained the same results for any L greater than 2. D-Markov machines of
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01 02

0|0.5001

1|0.2499 2|0.2500

1|1.0 2|1.0

Figure 4.2: PFSA of a Ternary Even-Shift generated by the ALEPH algorithm and by CRISSiS.

Table 4.2: Results for Ternary Even Shift.

D-Markov ALEPH/CRISSiS

D = 8 D = 9 L = 2/L2 = 1

# of States 169 339 3

h10 1.0084 1.0058 1.0003

D10 2.7 · 10−3 4.16 · 10−5 9.55 · 10−5

D = 8 and D = 9 are considered. CRISSiS was tested using L2 = 1. Both CRISSiS and ALEPH

reconstruct the same PFSA (shown in Figure 4.2), therefore their results are statistically the same and

they are a good estimate to the original 3-state PFSA while a large D-Markov machine with D = 9

with 339 states is needed to obtain approximately the same performance. These D-Markov machines

with D = 8 and 9 do not have 38 and 39 states respectively because there are forbidden words in the

original system, which results in some states being non-existent in the RTP. The original system had

h10 = 1.0003, which is close to the value found by all the algorithms.

4.2.2 Tri-Shift

The Tri-Shift was previously discussed in Section 2.6.2 and a PFSA that represents it is repeated

here in Figure 4.3. The synchronization words found by the algorithm are shown in Table 4.3 and

00 appeared, as expected (see Section 2.6.2), and 0110 synchronizes to the same state as 00, thus

Ωsyn = {00, 0110}. The comparative results are shown in Table 4.4. Once again this is an example

where our algorithm and CRISSiS are able to recover the three states from the original PFSA with a

good estimate for the morphs as seen in Figure 4.5, which means their results are again statistically

the same. To obtain a similar performance with a D-Markov machine, 256 states might be needed.

The original system presented has h10 = 0.4873, showing that our algorithm, CRISSiS and the
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0|0.5

1|0.5 0|0.8

1|0.2 1|0.3

0|0.7

Figure 4.3: The Tri-Shift PFSA.

A
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C
0|0.5

1|0.5 0|0.8

1|0.2 1|0.3

0|0.7

Figure 4.4: The Tri-Shift PFSA.

8-Markov Machine are able to capture the system memory.

4.2.3 A Six-State PFSA

Figure 4.6 shows a PFSA with six states that shows how CRISSiS might need L2 ≥ 1 to retrieve

the original machine. This system has 4 synchronization words: 00, 01, 10 and 1111, as shown in

Table 4.5. The comparative results between the algorithms is shown in Table 4.6.

Using CRISSiS withL2 larger than 3 and ALEPH withL larger than 4, it is possible to reconstruct

a good estimate to the original system, shown in Figure 4.7, providing statistically similar results. For

a D-Markov Machine to perform similarly, it is necessary to use D = 4, obtaining a PFSA with 11

states. Once again, some sequences do not occur, therefore the D-Markov Machine in those cases

Table 4.3: Synchronization Words for Tri-Shift.

α

W 0.95 0.99

2 None None

3 00 00

4 00 00

5 00, 0110 00, 0110

6 00, 0110 00, 0110
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00

001

0010

0|0.50002

1|0.49998 0|0.80002

1|0.19998
1|0.30007

0|0.69993

Figure 4.5: The Tri-Shift PFSA generated by our algorithm and by CRISSiS.

Table 4.4: Results for the Tri-Shift.

D-Markov ALEPH/CRISSiS

D = 7 D = 8 L = 4/L2 = 1

# of States 128 256 3

h10 0.4870 0.4867 0.4872

D10 4.1 · 10−3 1.65 · 10−3 1.16 · 10−3

A

B C

D E

F

0|0.9

1|0.1

1|1.0

1|1.01|1.0

0|1.0

0|0.5

1|0.5

Figure 4.6: A Six-State PFSA.
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Table 4.5: Synchronization Words for the Six-State PFSA.

α

W 0.95 0.99

2 None None

3 00, 01, 10 00, 01, 10

4 00, 01, 10 00, 01, 10

5 00, 01, 10, 1111 00, 01, 10, 1111

6 00, 01, 10, 1111 00, 01, 10, 1111

Table 4.6: Results for the Six-State PFSA.

D-Markov ALEPH/CRISSiS

D = 3 D = 4 L = 4/L2 = 3

# of States 7 11 6

h10 0.5341 0.3344 0.3344

D10 1.1980 4.0499 · 10−6 5.6969 · 10−5

will not have 2D states.

As ALEPH uses all synchronization words, there are multiple starting points and the graph min-

imization algorithm step by the end is useful to differentiate states that will have different follower

sets. The original system has a h10 = 0.3344, showing that both the 4-Markov Machine, the ALEPH

algorithm and CRISSiS are able to estimate the PFSA with good precision.

4.2.4 Maximum Entropy (d, k)-Constrained Code

As seen in [30], a (d, k)-constrained code is a code used in digital recording devices and other

systems in which a long sequences of 1’s might cause desynchronization issues. This code guarantees

that at most k and at least d 1’s are generated between occurrences of 0’s. A Maximum Entropy

(d, k)-Constrained Code is a PFSA that generates sequences with those restrictions and that also have

maximum entropy rate. The algorithms are tested to recover a Maximum Entropy (3,5)-Constrained

Code PFSA shown in Figure 4.8. The synchronization words for this system are 0 and 11111, as

shown in Table 4.7.

The results for this system are shown in Table 4.8. This is a practical case where CRISSiS needs

L2 ≥ 3 to obtain a correct estimate. When L2 is 3, CRISSiS recovers the same PFSA as the ALEPH

algorithm with L = 6 (shown in Figure 4.9), presenting statistically similar results. The original

h10 is 0.3218. For a D-Markov Machine to have a similarly good performance, a D of 5 is needed,

generating machines with 7 states, which is larger than the original PFSA.
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00

10 01

1111 011

0111

0|0.9001

1|0.0999

1|1.0

1|1.01|1.0

0|1.0

0|0.5001

1|0.4999

Figure 4.7: The Recovered Six-State PFSA by our algorithm.

A B C D E F
1|1.0 1|1.0 1|1.0 1|0.5902

0|0.4908

1|0.4445

0|0.5555
0|1.0

Figure 4.8: The Maximum Entropy (3,5)-Constrained Code PFSA.

Table 4.7: Synchronization Words for the Maximum Entropy (3,5)-Constrained Code.

α

W 0.95 0.99

2 0 0

3 0 0

4 0 0

5 0 0

6 00, 11111 00, 11111

7 00, 11111 00, 11111
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Table 4.8: Results for the Maximum Entropy (3,5)-Constrained Code PFSA.

D-Markov ALEPH/CRISSiS

D = 4 D = 5 L = 6/L2 = 3

# of States 5 7 6

h10 0.3575 0.3218 0.3218

D10 0.1793 7.0139 · 10−7 5.9715 · 10−7

0 01 011 0111 01111 11111
1|1.0 1|1.0 1|1.0 1|0.5902

0|0.4908

1|0.4437

0|0.5563
0|1.0

Figure 4.9: The Maximum Entropy (3,5)-Constrained Code PFSA recovered by ALEPH algorithm and by

CRISSiS.



72

CHAPTER 5
AN ALGORITHM FOR

NON-SYNCHRONIZABLE
DYNAMICAL SYSTEMS

I N this chapter we approach discrete dynamical systems that are not synchronizable. As there

are no synchronization words, the methods using the ALEPH algorithm are not applicable for

this category of systems. In order to model them we present another algorithm, the D-Markov with

Clustering and Graph Minimization (DCGraM) algorithm. In Section 5.1 we describe the DCGraM

algorithm step by step. In Section 5.2, four examples of applications are shown in order to com-

pare the results obtained by DCGraM against those from a D-Markov model. The first example

is of a synchronizable machine, the ternary even shift presented in Section 4.2.1, so it is possible

to see that although DCGraM is not intended for this kind of application it still can produce con-

siderably good results, although worse than those from ALEPH. We also consider two examples

of non-synchronizable dynamical systems: the logistic map, which is a discrete mapping that can

present chaotic behavior, and the binary communication channel with fading, that is useful for mod-

eling wireless communications and the Lorenz attractor, a chaotic attractor obtained from the Lorenz

equations, a system of non-linear differential equations.

5.1 DCGraM Algorithm

D-Markov models usually achieve good performance modeling non-synchronizable dynamical

systems as D grows, which means that the cost for this improved performance is an exponential

growth in the number of states. The DCGraM algorithm comes as an improvement of D-Markov

models using clustering and graph minimization techniques presented before to reduce the size of the
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final machine.

In order to use the clustering algorithm morphs must be represented as points in a |Σ|-dimensional

space. For a given state q, its morph is represented as a point (Pr(σ1|q),Pr(σ2|q), . . . ,Pr(σ|Σ||q)

for σ1, σ2, . . . , σ|Σ| ∈ Σ in the |Σ|-dimensional space. As the morphs are probability distributions,∑
σ∈Σ

Pr(σ|q) = 1, ∀q ∈ Q, the morph-points are restrained to a (|Σ| − 1)-dimensional subspace.

Figure 5.1 shows an example of the morphs of a D-Markov machine with D = 4 represented in a

two dimensional space.

In order to efficiently create an initial partition P of the states of a D-Markov machine (GD, πD),

a clustering algorithm is used to group states with similar morphs together. For example, Figure 5.2

shows how the morphs from Figure 5.1 might be clustered together in four groups by their proximity.

In order to perform this clustering into K groups, a variation of the K-Means algorithm is used with

the parameterK, which is determined empirically, and a different method to determine the proximity

of the state morphs.

The central idea of DCGraM is to use a graph minimization technique with the initial partition P

determined by the clustering algorithm, producing a reduced graph with similar statistical behavior

to the D-Markov model of the original system. As the states are clustered according only to their

morphs, they have similar probabilities of generating a symbol, but the probability of generating

longer sequences might differ. This is the criterion used to split these clusters with the graph mini-

mization algorithm. After the graph minimization algorithm finishes refining the initial partition, the

states in the same cluster generate the sequences in their right context with similar probabilities.

For example, consider that two states A and B from a binary graph G are clustered together

because they have equal morphs {π(0, q) = 0.5, π(1, q) = 0.5} for q = A,B. But A has a 0-

transition δ(0, A) = C and the C is in a cluster for states with morph {π(0, C) = 0.75, π(1, C) =

0.25}, while B has a 0-transition δ(0, B) = D and the D is in a cluster for states with morph

{π(0, D) = 0.2, π(1, D) = 0.8}. This means that the probability of generating the sequence 00

from A is 0.375, while the probability of generating 00 from B is 0.1, which, in turn, means that A

and B should not be in the same cluster and their cluster should be split in the next iteration of the

graph minimization algorithm.

The full algorithm is shown in Algorithm 10 and each of its steps is discussed in the following.
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Morphs of all states q of the D-Markov model for D=4 of the Binary Fading Channel

Figure 5.1: Each point represents the morph of a state q from the D-Markov machine with D = 4 of the binary

fading channel presented in Section 5.2.3. The x-axis shows the probability of q transitioning with 0, while the

y-axis represents its probability of transitioning with 1.
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Morphs of all states q of the D-Markov model for D=4 of the Binary Fading Channel

Figure 5.2: The morphs of Figure 5.1 clustered into four groups.
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Step 1: Create D-Markov Machine

DCGraM starts by creating a D-Markov model (GD, πD) for an input D and the original se-

quence S value which should have its number of states reduced in the following steps.

Step 2: Cluster states

In this step, a variation of the K-Means algorithm presented in Section 2.5.1 is applied to V(Q)

in order to generate an initial partition to be used by the graph minimization algorithm. We use the

notation V(q) to represent the morph of a state q ∈ Q where Q is the set of states of a PFSA. Now,

the notation V(Q) is used to represent the set of the morphs of all states in Q.

The main difference between the regular K-Means algorithm presented in Section 2.5.1 and the

one used in DCGraM is that instead of using the Euclidean metric (2.7) to measure the distance

between data points, the Kullback-Leibler divergence is used to measure the information divergence

between the morphs. Given morphs V(q) and V(q′), the Kullback-Leibler divergenceD(V(q)‖V(q′))

is given by:

D(V(q)‖V(q′)) =
∑
σ∈Σ

Pr(σ|q) log
Pr(σ|q)
Pr(σ|q′)

. (5.1)

Although the Kullback-Leibler divergence is not technically a metric because D(V(q)‖V(q′)) is not

necessarily equal to D(V(q′)‖V(q)) [28], keeping q′ the same as each cluster centroid whenever the

divergence is computed is a good method to measure how the states diverge from the clusters.

The states of GD are grouped together using the auxiliary function kmeans(K,Q,V(Q)). This

applies the modified K-Means algorithm on V(Q) to create K clusters and then partition the set of

states Q from GD following the labels of these K clusters, i.e. states that receive the same label by

K-Means are grouped together in the same equivalence class. This results in the initial partition P of

the set of states of GD and it is used as the input to a graph minimization algorithm.

Step 3: Apply graph minimization algorithm

The final step consists of applying a graph minimization algorithm (either Moore or Hopcroft)

to the equivalence classes in partition P in order to generate the final refined partition Go in which

each the states in each equivalence class have the same right context and generate the sequences in

the right context with similar probabilities.

Once theGo is obtained, πo is computed with the averageMorph function, as described in Section

3.2.2, and the equivalence classes ofGo are turned into states with morphs that are the average morph
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of the states in that equivalence class. Finally, the reduced PFSA (Go, πo) is returned as the output

of DCGraM.

Algorithm 10 DCGraM(S,D,K)

1: procedure DCGRAM

2: ## Step 1: Create D-Markov Machine
3: (GD, πD)← dmarkov(S,D)

4: ## Step 2: Cluster states
5: P ← kmeans(K,Q,V(Q))

6: ## Step 3: Apply graph minimization algorithm
7: Go ← graphMinimization(GD,P)

8: πo ← averageMorphs(Go)

9: return (Go, πo)

5.1.1 Time Complexity

Generating the D-Markov machine from the original sequence S of length N has a complexity

of O(N). The main component of the complexity of DCGraM is the partitioning into equivalence

classes. As in ALEPH, this step requires visiting each state and comparing it to the current equiva-

lence classes, which for a D-Markov machine with ΣD states and over an alphabet Σ takes O(|Σ|D).

The K-Means algorithm complexity is given byO(MKIi), for whichM is the number of entities

to be clustered, I is the number of dimensions, K is the number of clusters to be used and i is the

number of iterations needed until convergence, which is usually a small number when compared toM

and results only in a slight improvement after the first few iterations. For the DCGraM algorithm, this

becomes M = |Σ|D, I = |Σ|− 1, K is given as an input, giving a final complexity of O(|Σ|D(|Σ|−

1)Ki) = O(|Σ|D+1Ki). The value of i is usually small compared to the other parameters of this

component of the complexity.

Finally, the graph minimization algorithm can be implemented with either Moore, with a com-

plexity of O(M2), or Hopcroft, with a complexity of O(|Σ|M logM). Considering that Hopcroft is

used and that M = |Σ|D is the number of states, the complexity of this step is O(D|Σ|D+1 log |Σ|).

Adding up the complexities of all steps leaves the DCGraM complexity as O(N + K|Σ|D+1 +

|Σ|D log |Σ|) = O(N + K|Σ|D+1i + D|Σ|D+1 log |Σ|) = O(N + |Σ|D+1(Ki + D log |Σ|)). The

main component depends on whether the original sequence length or the size of the generated D-

Markov is larger.

Although DCGraM is necessarily more complex than D-Markov (as one of its steps includes

generating a D-Markov machine), it is shown in the next section that its final results are considerably
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more compact than those from D-Markov machines, with better or similar performance. Generating

the PFSA is a one-time endeavor, while using it in its applications is probably done more frequently,

which means it compensates to have a smaller PFSA even if it takes longer to obtain it.

5.2 Applications

In this section, four examples of applications of the DCGraM algorithm are shown. First, DC-

GraM is applied to the ternary even shift, that was previously covered in Section 4.2.1 and is a

synchronizable system. This is done in order to verify how well it behaves even when applied to a

category of systems for which it is not designed. The two other examples are non-synchronizable

systems: the logistic map, which can show chaotic behavior, and the binary fading channel, which

is an important system to simulate wireless communication systems. The values of K used in each

case were obtained empirically to obtain the best results.

5.2.1 Ternary Even Shift

As seen in Section 4.2.1, the ternary even shift is a synchronizable dynamical system with three

states over a ternary alphabet. When the ALEPH algorithm is applied to a sequence S of length 107

generated by the ternary even shift, it is capable of recovering the original PFSA.

Figures 5.3 and 5.4, respectively show the results for conditional entropy and the Kullback-

Leibler divergence for ` = 10 when DCGraM is applied with K = 5 for D from 4 to 9. Each

mark in the curves of Figures 5.3 and 5.4 indicates one machine, starting with D = 4 in the upper

left. In Figure 5.3 (and subsequent conditional entropy graphs), the original sequence baseline in-

dicates the value of h10 of the original sequence (in this case, the value of 1.003 previously shown

in Section 4.2.1). Although DCGraM is not capable of retrieving the original machine as ALEPH,

for D = 8 it is possible to see that it creates a machine that performs similarly to the original PFSA

with 17 states while the correspondent D-Markov machine has 681. The DCGraM is not significantly

larger than the original three state machine and still has a smaller size compared to the D-Markov

machine.

In fact, it is observed that for any D, the machine obtained by DCGraM is much more compact

than the correspondent D-Markov machine. For D = 4 the difference is of 78.0% while for D = 8

it reaches 97.5%. This shows that although DCGraM is not optimal for synchronizable systems, its

results are still considerably good in these cases. When it is uncertain if the system to be modeled

is synchronizable or not it might be a good idea to apply DCGraM as it probably can achieve good
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results.
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Figure 5.3: Conditional entropy h10 versus the number of states of sequences generated by D-Markov machines

and DCGraM for K = 5 for the ternary even shift with D ranging from 4 to 9.
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Figure 5.4: Kullback-Leibler divergenceD10 versus the number of states of sequences generated by D-Markov

machines and DCGraM for K = 5, compared to the original sequence S of the ternary even shift with D

ranging from 4 to 9.

5.2.2 Logistic Map

A non-synchronizable dynamical system is the Logistic Map, a symbolic dynamic system whose

outputs are given by the difference equation [2]:

xk+1 , rxk(1− xk), for k = 0, 1, 2, . . . (5.2)

with xk, r ∈ R. This system shows chaotic behavior for several values of r. As in [27], x0 is set to

0.5 and r = 3.75. A sequence of length 107 is generated from this equation and then it is quantized

with a ternary alphabet: values xk ≤ 0.67 are mapped to 0; when 0.67 < xk ≤ 0.79, it is mapped

to 1 and when xk > 0.79 it is mapped to 2. A part of that sequence and the specified threshold are

shown in Figure 5.5.

D-Markov machines are generated from the ternary sequence S for D from 4 to 8 and they are

used in DCGraM machines for the same range. The comparative results for conditional entropy

for ` = 10 versus the number of states are shown in Figure 5.6 and the results for Kullback-Leibler

divergence for ` = 10 versus number of states are shown in Figure 5.7. For these results the parameter

for DCGraM is K = 5.

As the scale of the x-axis is logarithmic it is possible to see that the states of both D-Markov

machines and DCGraM PFSA grow exponentially withD, although the number of states of DCGraM
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grows slower than the D-Markov machines. For a given D it is possible to see that the quality of the

D-Markov machine and of the DCGraM PFSA are similar, indicating that the DCGraM machine

is a more suitable candidate to model the original system as it is more compact while performing

similarly to the D-Markov machines. This is observed by noting that for D = 4, DCGraM is capable

of obtaining a machine with 52.4% less states than the D-Markov for the same D, while for D = 8,

DCGraM is 71.2% more compact than the respective D-Markov machine.

In Figure 5.6, it is shown that forD = 8 DCGraM is achieves similar system memory (as verifies

by its conditional entropy) with 30 states while D-Markov achieves this for D = with 104 states.

Similarly, in Figure 5.7, the divergence of machine with D = 8 in relation to the original becomes

sufficiently close to zero, which means for D ≥ 8 DCGraM is able to create PFSAs that generate

sequences similar to the original system. Using D < 8 might be useful to obtain more compact

models, in expense of them being less precise.
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Figure 5.5: Samples of the Logistic Map sequence generated by (5.2) with x0 = 0.5 and r = 3.75.
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Figure 5.6: Conditional entropy h10 versus the number of states of sequences generated by D-Markov machines

and DCGraM for K = 5 for the logistic map with D ranging from 4 to 8.
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Figure 5.7: Kullback-Leibler divergenceD10 versus the number of states of sequences generated by D-Markov

machines and DCGraM for K = 5 compared to the original sequence S of the logistic map for D ranging

from 4 to 8.
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5.2.3 Binary Fading Channel

Consider a binary-input binary-output discrete fading channel (DFC) with a binary input process

{Xk}∞k=1, Xk ∈ {0, 1}, and a binary output process {Yk}∞k=1, Yk ∈ {0, 1}.

The DFC is composed of a BPSK modulator, a time-correlated flat Rayleigh fading channel

with AWGN, and a hard-quantized coherent demodulator. The received symbol at the kth signaling

interval is written as

Rk =
√
EsAkSk + Nk, k = 1, 2, · · ·

where {Sk} = {(2Xk − 1)}, Es is the energy of the transmitted signal and {Nk} is a sequence of

independent and identically distributed zero-mean Gaussian random variables with variance N0/2.

The signal to noise ratio (SNR) is defined as Es/N0. Furthermore, {Ak} is the channel’s fading

process with Ak = |Gk|, where {Gk} is a complex Gaussian process with zero-mean, unit variance

and Clarke’s ACF [31] R[k] = J0(2πfDT |k|), where J0(x) is the zero-order Bessel function of the

first kind and fDT is the normalized maximum Doppler frequency. The random variable Ak has the

Rayleigh probability density function with unit second moment, pA(a) = 2ae−a
2

, for a > 0. The

output symbol is Yk = 0 if Rk ≤ 0, or Yk = 1 if Rk > 0.

The input and output symbols explicitly are expressed in terms of a noise symbol Zk ∈ {0, 1} as

Yk = Xk ⊕Zk, where ⊕ denotes addition modulo 2 and the input and noise symbols are statistically

independent. For a given DFC specified by its parameters fDT and SNR, a binary noise sequence

{Zk} of the DFC of length N = 3× 107 is generated by computer simulation and the parameters of

the DCGraM are estimated using the algorithm proposed in the previous section.

The following results are for a binary fading channel with fDT = 0.005 and SNR = 10 dB

modeled with DCGraM with D varying from 4 to 8 and K = 10 and for D-Markov with D ranging

from 4 to 9. Figure 5.8 shows the result of conditional entropy versus the number of states for

` = 10 and Figure 5.9 shows the result for Kullback-Leibler divergence versus the number of states

for ` = 10.

The results for conditional entropy forD < 8 are not too good as they are either almost equivalent

to the original D-Markov or, in the case of D = 7 slightly worse, although being more compact. But

forD = 8, the DCGraM machine h10 is similar to the original system entropy and performs similarly

to the D-Markov machine with D = 9.

On the other hand, the results for Kullback-Leibler divergence are better. The DCGraM machine

forD = 8 with 199 states shows similar performance to the D-Markov machine withD = 9 with 512

states, which represents a reduction of 61.1% in the number of states. This indicates that for D = 8
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the DCGraM machines are capable of generating sequences similar to the ones from the original

system and also retrieve its system memory with similar quality of a larger D-Markov machine.
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Figure 5.8: Conditional entropy h10 versus the number of states of sequences generated by D-Markov machines

(D ranging from 4 to 9) and DCGraM with K = 10 (D ranging from 4 to 8) for the binary fading channel with

fDT = 0.005 and SNR = 10 dB.



85

101 102 103

Number of states

0.000

0.005

0.010

0.015

0.020

0.025

0.030

0.035

D
1
0

Kullback-Leibler Divergence for the Binary Fading Channel

D-Markov, D from 4 to 9
DCGraM, D from 4 to 8

Figure 5.9: Kullback-Leibler divergenceD10 versus the number of states of sequences generated by D-Markov

machines (D ranging from 4 to 9) and DCGraM withK = 10 (D ranging from 4 to 8) compared to the original

sequence S for the binary fading channel fDT = 0.005 and SNR = 10 dB.

5.2.4 Lorenz Attractor

The Lorenz attractor is an attractor (i.e. an indecomposable set of points towards which a dy-

namical system tends to evolve) with associated dynamics that have sensitive dependence on initial

conditions. It is determined by the Lorenz equations, given by the following system of differential

equations [2]:

dx
dt = σ(y − x),

dy
dt = rx− y − xz,
dz
dt = xy − bz,

(5.3)

where x, y, z, σ, r, b ∈ R and r, b and σ are parameters. Using σ = 10, b = 8
3 and r = 28 and

the initial condition x(0) = 0, y(0) = 1 and z(0) = 1, and plotting x by z, the evolution of the

system is shown in Figure 5.10, which is a projection of the three-dimensional Lorenz attractor on

the xz-plane.

To generate a discrete sequence of binary symbols from the Lorenz attractor, we take a point in

the section of the attractor shown by the red and green lines in Figure 5.10. Starting by a point in the

green line means that the next sample is located on the same side of the graph in relation to the z-axis.

On the other hand, if the point is on the red line, the next sample is on the other side in relation to
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the z-axis. A sequence of such points is shown in Figure 5.11. The points above the upper red line

in Figure 5.11 and below the lower red line are mapped as 1, while the others are mapped as 0 and a

binary sequence S of length 106 is then created and used as input for the DCGraM algorithm.

Figure 5.10: The xz-projection of the Lorenz attractor for σ = 10, b = 8
3 and r = 28 and the initial condition

x(0) = 0, y(0) = 1 and z(0) = 1. Following the dynamic of the system on the section of the attractor given by

the green and red lines, points on the green lines end in points of the same side in relation to the z-axis. Points

on the red lines end in the opposite side in relation to the z-axis.

The results of the conditional entropy h10 and Kullback-Leibler divergence D10 for D-Markov

and DCGraM applied to the Lorenz attractor with K = 5 and D ranging from 4 to 9 are shown in

Figures 5.12 and 5.13, respectively. Although the results oscillate for D = 5 for both h10 and D10

and forD = 7 forD10, it is possible to see that performance similar to the original system is obtained

for D = 9. While the D-Markov machine achieves this results with 68 states, the DCGraM PFSA

presents similar performance with 18 states, which represents a reduction of 70.1% in the number of

states.
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Figure 5.11: The sequence generated by the section of the attractor shown in Figure 5.10. Samples above the

upper red line or below the lower red line are mapped as 0, while the rest of the samples are mapped as 1.

Figure 5.12: Conditional entropy h10 versus the number of states of sequences generated by D-Markov ma-

chines and DCGraM for K = 5 for the Lorenz attractor with D ranging from 4 to 9.
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Figure 5.13: Kullback-Leibler divergence D10 versus the number of states of sequences generated by D-

Markov machines and DCGraM for K = 5 compared to the original sequence S of the Lorenz attractor for D

ranging from 4 to 9.
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CHAPTER 6
CONCLUSION

I N this work two algorithms for modeling discrete dynamical systems were presented. Both of

them use PFSA to obtain compact representations while presenting reasonable time complexities.

The first algorithm is ALEPH, which is more suitable to model synchronizable dynamical systems,

while the second one is DCGraM that covers non-synchronizable PFSA. They both start by analyz-

ing the statistics of the output sequence of the system to be modeled and use graph minimization

techniques to obtain even more compact results. Furthermore, DCGraM also uses machine learning

techniques.

The ALEPH algorithm makes use of synchronization words as starting points for its inner work-

ings. A new algorithm was also developed to find synchronization words more efficiently than the

brute force method used in CRISSiS. It creates an RTP and explores it until it finds all the synchro-

nization words. After this, it takes the leaf nodes from the RTP and connect them using the Ω criterion

in order to create a complete graph. From this graph a partition is created by grouping states with

similar morphs in equivalence classes. Finally, the graph minimization algorithm is then applied to

this partition obtaining a final PFSA.

We applied ALEPH to some synchronizable systems such as the ternary even shift, the tri-shift,

a six state PFSA and the maximum entropy (d, k)-constrained code. For all these cases, ALEPH

was able to recover the original machines. Its results for conditional entropy and Kullback-Leibler

divergence were compared to the results obtained by CRISSiS and by D-Markov machines and it

was seen that a D-Markov machine that compares to an ALEPH generated PFSA would need to be

considerably larger, while CRISSiS and ALEPH show similar performance, but ALEPH presents a

lower complexity.
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The DCGraM algorithm starts by creating a D-Markov machine for a given D based on the

output sequence from the original system. It then uses the modified K-Means algorithm using the

Kullback-Leibler divergence as a kind of metric to cluster states together and finally applies a graph

minimization algorithm to obtain a final PFSA.

The DCGraM algorithm was applied to a synchronizable system and two non-synchronizable

systems: the ternary even shift, the logistic map and the fading channel. As this algorithm is actually

a refinement method over D-Markov machines using machine learning techniques its results were

compared to the original D-Markov machines. It was shown that although DCGraM does not recover

the original PFSA of the ternary even shift, as ALEPH does, it is still able to produce a significantly

smaller machine compared to a D-Markov machine for some D and it produces good results. For the

logistic map the DCGraM were significantly smaller than the D-Markov machines while retaining

similar conditional entropy and Kullback-Leibler divergences for a given D. For the fading channel,

although the DCGraM PFSA are smaller than the D-Markov machines the difference is not as notice-

able as for the logistic map, although this difference gets larger as D increases. Still, the DCGraM

PFSA showed similar performance to their D-Markov counterparts. The difference in amount of

states that generate good machines for the DCGraM varies from producing machines with the same

number of states as the D-Markov for lower values of D to 97% when applied to the synchronizable

system, but overall managing to produce compact and precise machines.

6.1 Future Work

Future work that improves the presented algorithms include using techniques from information

theory and statistical mechanics to analyze the given sequence from the original system and determine

whether it comes from a synchronizable system or not.

It would also be interesting to explore the possibilities of a dimension reduction, such as the

Principal Component Analysis (PCA) [32][33][34], to reduce the computational burden of DCGraM.

Besides that, more efficient and modern clustering algorithms such as DBSCAN[35] or OPTICS[36]

can also be considered to substitute K-Means in DCGraM.

An improvement over the traditional PFSA would be instead of using fixed probabilities for state

transitions in a PFSA, to use a non-deterministic approach to these transitions based on the original

sequence statistic.

Finally, it would also be interesting to apply the models obtained by our algorithms to applica-

tions such as fault detection in which even smaller and less precise machines are capable of quickly
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detecting anomalies [27].
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APPENDIX A
HOPCROFT ALGORITHM

T HIS appendix presents an alternative graph minimization algorithm that can be used instead

of Moore. It has a lower complexity but it is slightly more complicated to implement. The

pseudo-code is shown in Algorithm 11.

Algorithm 11 Hopcroft(G)

1: P ← InitialPartition(G)

2: W ← ∅
3: for all σ ∈ Σ do
4: Append((min(F, F c,σ),W)

5: whileW 6= ∅ do
6: (W,σ)← TakeSome(W)

7: for each P∈ P which is split by (W,σ) do
8: P ′, P ′′ ← (W,σ)|P Replace P by P’ and P" in P
9: for all τ ∈ Σ do

10: if (P, τ) ∈ W then
11: Replace (P, τ) by (P ′, τ) and (P ′′, τ) inW
12: else
13: Append((min(P ′, P ′′, τ),W)

The notation min(P, P ′) indicates the set of smaller size of the two sets P and P ′ or any of them

when both have the same size. Hopcroft’s algorithm computes the coarsest partition that saturates the

set F of final states. The algorithm keeps a current partition P = {P1, . . . , Pn} and a current setW

of splitters (i.e. pairs (W,σ) that remain to be processed where W is a class of P and σ is a symbol)

which is called the waiting set. P is initialized with the initial partition following the same criteria as

described in Moore’s algorithm. The waiting set is initialized with all the pairs (min(F, F c), σ) for
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σ ∈ Σ.

For each iteration of the loop, one splitter (W,σ) is taken from the waiting set. It then checks

whether (W,σ) splits each class of P of P . If it does not split, nothing is done, but if it does then P ′

and P ′′ (which are the result of splitting P by (W,σ)) replace P in P . Next, for each letter τ ∈ Σ,

if the pair (P, τ ) is present inW , it is replaced by the two pairs (P ′, τ ) and (P ′′τ ). Otherwise, only

(min(P ′, P ′′), τ ) is added toW .

The previous computation is performed untilW is empty. It is proven that the final partition of

the algorithm is the same as the one given by the Nerode equivalence. No specific order of pairs

(W,σ) is described, which gives rise to different implementations in how the pairs are taken from the

waiting set but all of them produce the right partition of states. Hopcroft proved that the running time

of any execution of his algorithm is bounded by O(|Σ|n log n).


